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Chapter 1

Introduction

1.1 Context

The evolution of software methodologies and technologies can be seen as a progressive journey from
rigid to flexible, static to dynamic, centralized to distributed solutions. The journey started in the late
1960’s-early 1970’s, with the attempts to discipline the software process through the identification of
well-defined stages and criteria to be met to progress from a stage of the process to the next. The goal
was to avoid endless iterations of code-and-fix activities, improve predictability, improve product quality,
and reduce process costs. Continuous change to remove errors, to meet the customers’ expectations, and
to improve the implementation were felt as the main culprit of poor quality.

In [1] the term closed-world assumption was used to characterize the implicit hypotheses that underlie
these initial approaches to software engineering: the development process and the structure of software
products should have been fixed, static, and monolithic; in the cases of complex systems decomposed
in modules these last ones were supposed to be statically bound to each other and the resulting frozen
application was statically deployed on a physically centralized architecture.

The history of software engineering shows a progressive departure from the strict boundaries of the
closed-world assumption toward more flexibility to support continuous evolution. This becomes clear
already in the early 70ies when Parnas introduces the idea of design for change [2]. From there on
systems progressively evolved from fixed, static, and centralized to adaptable, dynamic, and distributed.
Methods, techniques, and tools were developed to support the need for change without compromising
product quality and cost-efficient developments. The evolution has been both at the process level and at
the product level. Evolutionary process models —such as incremental and prototyping-based— were in-
troduced to achieve a better tailoring of solutions to user needs, and to reduce risks. More recently, these
evolved into agile methods, like extreme programming. As processes, product architectures evolved
from a static, centralized, and monolithic structure, where changes implied (partial) recompilation and
redeployment of the application, to modular and distributed architectures. Design methods were also
proposed to support change of the software architecture. The principles of information hiding, encap-
sulation, and separation of a module’s interface from its implementation [2] were eventually embedded
in new programming languages to enforce good design practices. The evolution of software technology
allowed bindings among modules not only to become dynamic, but also to extend across network bound-
aries. Another major evolution thread was in terms of the ownership of an application. In the early stage,
system development was under control of a single organization, which ultimately owned it completely.
Next, component-based software development became dominant. COTS are developed and provided by
third parties, who are also responsible for their quality and their evolution. Application development thus
becomes (partly) decentralized. At an extreme, application development consists of gluing components
together, by using middleware technology to provide an integration and coordination infrastructure.

The demand for software to live in an open world and to evolve continuously as the world evolves
(the open world assumption), however, is now reaching unprecedented levels of dynamism. Over the past

External Final Version 2, Dated 29 May 2009 5



S-Cube
Software Services and Systems Network Deliverable # CD-JRA-1.1.2

years a major step of evolution toward this direction has been made possible by the birth of the concepts
of services and service-based applications (more often called service-oriented architectures - SOAs in
the literature), and by the development of technologies and proposed standards to support them.

Such evolution needs now to be fully conceptualized and understood in order to identify those
methodological and formal means that allow us to build service-based applications with the required
level of quality. A detailed discussion on the open issues and research areas can be found in [3].

1.2 Main goals of JRA-1.1

The goal of JRA-1.1 as a whole is to provide a contribution into the identification of the methodological
and formal means for engineering service-based applications. In particular, we identify those ingredients
that allow service-based applications to adapt and evolve to best fit the situation in which they live, and
position them into a coherent lifecycle.

Figure 1.1 shows how we think the life cycle of service-based applications appears when adaptability
comes into place [4]. Not only applications can undergo the transition between the runtime operation and
the analysis and design phases in order to be continuously improved and updated (we call this part of our
life cycle the evolution cycle), but they also have intrinsic mechanisms that, during runtime, continuously
and automatically a) detect new problems, changes, and requirements for adaptation, b) identify possible
adaptation strategies, and c) enact them. These three steps are shown in the left hand side of the figure and
define what we call the adaptation cycle. The observation of the changes in the environment is obtained
through monitoring which is part of the management activities typically performed during execution.
This is one of the trigger for the iteration of the adaptation cycle, whose effect is to inject changes
directly into the application being operated and managed.

Identify
adaptation 

need

Identify
adaptation
strategy

Enact
adaptation

Early Requirement
Engineering

Requirement
Engineering 

& Design

Construction

Deployment &
provisioning

Operation & 
management

Figure 1.1: The lifecycle for evolvable and adaptable service-based applications.

This lifecycle of course should be refined and disambiguated, but it has the merit to be the first one
explicitly taking both evolution and adaptation of applications into account. For the moment, we use it as
the reference against which we compare other processes, lifecycles, and methods that are available in the
literature with the objective of identifying what is missing and the aspects we should focus more. Also,
we detail each of its activities and we study how the contributions from the other S-Cube workpackages
and from other areas of software engineering could be framed within these activities. In particular,
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similarly to what happens in the development of other kinds of systems, we need to understand how the
life cycle and all the related processes can be measured, controlled, evaluated and improved.

Adaptation and evolution are triggered by the occurrence of some events that result in the emergence
of some requirements for adaptation/evolution. These requirements can either be raised, more or less
directly, by the human beings involved in the execution of service-based applications or they can be
generated by the technological environment in which the system is running. In general, we say that the
context in which the system and its actors are immersed has an important impact on the emergence of
requirements for adaptation/evolution. The context has been characterized in the literature in various
ways, depending on the application domains in which it has been studied. An important issue for S-Cube
is to understand how to characterize the context of service-based applications and how to ensure that
these applications are able to use it to identify the adaptation requirements.

Assuming that adaptable service-based applications are able to identify adaptation requirements, they
should also be able to decide if and when to take them into consideration. There could be application
states in which some adaptation requirements could not been used as they would lead the application into
an inconsistent and unrecoverable case. Also, some requirements could be conflicting with each other
and could require some reconciliation to take place before one of them is selected. The literature so far
has addressed these issues only partially and with ad hoc solutions. The main challenge here is to identify
proper modeling means that enable the automatic identification and analysis of adaptation requirements
and the solution of the potential inconsistencies that can arise.

While the software engineering literature has provided through the last fifthy years proper approaches
to design evolvable systems, a consolidated understanding on what to do to design adaptable systems is
still to come. In the SOA literature some approaches have been identified to perform some limited
adaptation, often on the basis on a hard-coded logic. We are interested in investigating the principles
that enable the ability of design for adaptation and in defining a body of knowledge and methodological
support that helps in this task.

As humans have a very important role in the open world either as users of service-based systems or as
service providers themselves, we consider the aspects concerned with the so called Human-Computing
Interaction (HCI) with particular attention. In particular, our main research challenge is to select and
codify human-computer interaction knowledge that delivers new capabilities to the development and use
of service-centric systems. Examples of that knowledge include user knowledge, user task knowledge,
accessibility knowledge, and organizational culture knowledge. The identification and the refinement of
the research method for such an activity is part of the research itself.

The last goal of JRA-1.1 is to try out the methods and approaches that will be developed not only in
the typical information systems and B-2-B context, but also in pervasive domains such us the one of the
Internet of things. By this term it is meant the possibility for special purposes devices such as navigation
systems, PDAs, cellular phones, sensors, actuators, and the like to operate and be visible and accessible
through the Internet. Such possibility that is being realized quite fast thanks to the technological advances
in the areas of hardware and telecommunication systems is opening new very interesting challenges.
While in the past relatively complex computations running on things were not possible, now these are
being experimented in research. This, of course, opens up a huge number of new possibilities in terms
of systems that pervasively influence the life of people and help them in several tasks and situations.
For instance, through these devices we can imagine users access complex information systems, but also,
in the opposite direction, information systems could access software services available on these devices
to actuate local-scope operations such as the execution of a temperature monitoring function on some
critical patient or the invocation of a “turn red for 5 min” service on all the semaphores on some critical
paths. We could even imagine some systems where the computation is entirely in charge of devices
that cooperate to achieve a common goal without a direct control of any centralized complex system.
The literature of service-based applications so far has been mainly focusing (with some exceptions in the
OSGI domain) on more traditional settings where devices (e.g., the car system) were used as a mechanism
for the user to interact with services and, in limited cases, as data sources (this is the case of the GPS
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that provides the position of the car to the service). Now, the challenge would be to understand how
to have services living within devices and be accessed by other consumers running anywhere else, how
to be aware and control the execution context of these services, how to handle the intrinsic limitations
and peculiarities of devices that, being quite limited in terms of resources, surely require a high level of
adaptability.

The goals we have briefly described here represent those that have been identified during the first year
of the project. The proposal of solutions for some of them is an ongoing activity, while others will be
addressed in the following years. In particular, in year two of the project we start tackling the following
aspects:

• Understand how to model and reason on the context from where adaptation/evolution requirements
should come.

• Consolidate our understanding on adaptation and evolution of service-based applications and iden-
tify proper approaches for selecting adaptation requirements and for reason on them in order to
handle possible conflicts and inconsistencies.

• Integrate the results achieved on the human-computer interaction aspects with the body of knowl-
edge we have acquired on the life cycle for adaptable service-based applications.

On the longer term, we will focus on assessing the life cycle we have identified and on understanding
how all related processes can be measured, controlled, evaluated, and improved.

In order to experiment with all engineering aspects of service-based applications, we will try to apply
our approach in some concrete application domains more or less traditionally associated to SOA, and,
possibly, to the internet of things setting.

1.3 Interactions with the other workpackages

The engineering and design workpackage interacts with all others by providing design principles and
methods and receiving specific techniques and approaches. In particular, the approaches for Agile Ser-
vice Networks (ASNs) and business process definition developed by WP-JRA-2.1 will be incorporated
into the requirement engineering and high level design phase of the life-cycle. The same workpackage
will also offer inputs on the identification of the needs for adaptation that typically arise at the level of
the business processes. Vice versa, WP-JRA-2.1 will receive from the engineering workpackage hints
and suggestions on how the ASNs and business process aspects are incorporated into the comprehensive
life cycle.

The service composition metamodel and techniques provided by WP-JRA-2.2 will be incorporated
into the construction phase. Vice versa, WP-JRA-1.1 will provide to the other workpackage new require-
ments for extending the composition metamodel and techniques to account for the design for monitoring
and design for adaptation principles. For instance, a way to incorporate into the composition approach a
proper model of the execution context should be identified. Other minor interactions with WP-JRA-2.2
concern the other phases of “deployment and provision” and all the phases of the adaptation life cycle
(left hand-side of the figure).

The infrastructural services offered by WP-JRA-2.3 will be exploited and properly incorporated
within the life cycle, partially, in the design phases (e.g., the discovery mechanisms) and, partially, in the
runtime phases (e.g., the low-level adaptation mechanisms and, again, the discovery mechanisms).

Finally, the relationships between WP-JRA-1.1 and the other WP-JRA-1.* are quite strict, and there-
fore, the work will be, in many cases, conducted in strict collaboration with these workpackages. More in
detail, WP-JRA-1.2 owns the left hand-side of the life cycle and coordinates with JRA-1.1 to receive de-
veloped applications that are ready to be monitored and adapted. WP-JRA-1.3 offers all those techniques
that are needed to provide some quality guarantees on the service-based applications. Such quality guar-
antees can be provided at various different levels of abstraction and can concern various, if not all, phases
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of the life cycle. The task of WP-JRA-1.1 is then to incorporate these techniques within the life cycle and
to apply those software engineering principles that lead to the design of verification-ready applications.

1.4 Deliverable objectives

In this deliverable we focus on the analysis of the life cycle for adaptable and evolvable service-based
applications. Thus, the objectives of the current deliverable are to:

• Compare the life cycles that have been proposed in the literature for service-based applications
with our reference skeleton to identify missing parts and aspects that it is worth to analyze in a
deeper way in the future.

• Identify the main concepts, issues, and challenges concerning the various phases of our reference
life cycle as they have been identified in the literature.

• Analyze the areas of software engineering and business methodologies that can be relevant to
service-based applications with the objective of identifying experiences and approaches that can
be useful for service-based applications.

The analysis that we perform in this deliverable leads to the definition and consolidation of terms and
knowledge that will be incorporated into the S-Cube Knowledge Model as part of the IA-1.1 work.

1.5 Document structure

Consistently with its objectives, the deliverable is structured as follows. Section 2 introduces some basic
definitions that will be used and in some cases extended in the rest of the deliverable. Section 3 presents
the life cycles for service-based applications and details the various activities in the life cycle. Section 4
summarizes the knowledge acquired from the fields of software engineering and business processes and
discusses on how it can be exploited in the engineering of service-based applications. Finally, Section 5
draws the conclusions. At the end of the document an appendix describes the way we use UML diagrams
through the document.
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Chapter 2

Preliminary definitions

The goal of this chapter is to give a short overview of the main basic concepts that are relevant for the
current deliverable and, in general, for the JRA-1.1 work. In particular, we identify the main actors that
have a role in the context of service based applications, the main concepts concerned with the definition
of service-based application, and the various kinds of services that have been identified in the literature
so far. The terms will be described using UML as this way we can identify the relationships among
them. These terms will be further detailed in the forthcoming sections of this deliverable and we will
continue using UML class diagrams as vehicles for their representation. The diagrams reported in this
section are an extension and clarification of some of those belonging to the conceptual model proposed
in the SeCSE project [5]. In particular, as the concepts of Service-Based Application and Adaptable
Service-Based Application are the focus of S-Cube, we have introduced these two within the diagrams
showing the relationships between them and the other concepts.

2.1 Agents and Actors

The model of Figure 2.1 [5] identifies a set of Agents and Actors and the relationships between them. The
model exploits the UML2.0 features that allow for the development of orthogonal inheritance hierarchies.
In particular, it expresses the fact that Agents are entities of the real world and Actors are the roles the
Agents may play. Agents in the diagram are Person, Organization and Systems (that may be Legacy
Systems and Software Systems). They can act as Providers, Service Developers, Service Integrators,
Consumers, Monitors, and Negotiation Agents. Providers can offer any kind of resource (including a
whole application). Service Providers are those that specifically offer one or more services. Similarly, a
Consumer can consume or exploit any kind of resource while Service Consumers consume, in particular,
services.

The classification of Actors is overlapping, this means that, for instance, a Person, an Organization, or
a System can act both as a Service Consumer and a Service Integrator. On the contrary, the classification
of Agents is disjoint. This means that, for instance, a Service Consumer can be either a Person, an
Organization, or a System. In the diagram, the human characters represent those Agents that are human
beings and all Actors as all of them represent roles that can be potentially taken by human Agents.

2.2 Service Based Applications

A service-based application is obtained by composing various Services in order to satisfy the desired
functionality. It is an Adaptable Service Based Application when it is able to react autonomously to
changes and to self-adapt to them. Such kinds of service-based applications will be the main focus of
this deliverable. Service-based applications are often implemented in terms of an orchestration, that is,
a centralized logic that describes the order in which the various services are called and the way their
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Figure 2.1: The Agent-Actor diagram.

parameters are formed and used for further calls. This orchestration is also called Service Process. The
Service Integrator (see Figure 2.1) is the actor that is in charge of developing a service-based applica-
tion, while the Provider is the one that offers (provides) it and the Consumer is the one that exploits it.
Figure 2.2 shows the terms that we have defined and highlights the relationships among them.

Figure 2.2: The Service Based Application diagram

2.3 Types of services

Services exploited in a service-based application can be offered by various different agents, as high-
lighted in Section 2.1 (for instance, they can be offered by Persons or by Organizations), or they can
simply be software services exploiting some specific technology, e.g., web services.
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Besides for the agent that is providing them, services may also differ for their nature. They can
be abstract when they do not have a concrete implementation but only represent an idea that could
correspond, possibly in the future, to various implementations. Of course, they are concrete when they
are actually provided by some actor. This distinction is quite relevant when developing adaptable service-
based applications as a Service Integrator at design time may reason even in the absence of Concrete
Services simply by exploiting Abstract Services. Clearly, in this case, the resulting application will be
executable only in those cases when at runtime some Concrete Service implementing the abstract ones
exists and these services are selected in some adaptation step.

Orthogonally to this classification, Services can also be distinguished in Simple and Composite.
Composite Services are service-based applications being accessible as services. The current technology
for building service-based applications, BPEL, actually, only supports the development of Composite
Services.

The last orthogonal classification refers to the statefulness of services. A special kind of Stateful
Services are the Conversational Services. These store the state of the conversation with a single specific
stakeholder, but keep the states of different conversations separate from each other.

The three classifications are shown in Figure 2.3. Given their orthogonality, they lead to the definition
of eight possible types of services, all considered relevant and worth of being supported by proper service
engineering technologies.

Figure 2.3: The service type diagram.
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Chapter 3

Knowledge Model for Service-Based
Applications

The purpose of this section is to elaborate on the reference life-cycle model for SBAs introduced in
Section 1 (Figure 1.1), discussing the scope and purpose of each phase of the life-cycle and develop-
ing a knowledge model for SBA engineering by presenting a collection of processes, methodologies,
techniques, and tools for each of those phases.

More specifically, Section 3.2 discusses the first phase in the life-cycle, i.e. requirement engineering
and design. Consequently, Sections 3.3 and Section 3.4 build on that section to discuss the construction
and the deployment and provisioning phases of the service life-cycle respectively. The final phase of
that cycle, covering operation and management is discussed in Section 3.5. Section 3.6 summarizes the
adaptation aspect of the proposed life-cycle (the left circle in Figure 1.1). Finally, Section 3.7 presents
issues that are cross-cutting through a number of phases and deserve to be discussed separately.

3.1 SBA life cycles

As discussed in deliverable PO-JRA-1.1.1 [4], the distinguishing feature of the adaptable applications,
in contrast to classical SBAs, is the ability to accommodate and manage various changes at runtime.
This, in turn, requires the capability to observe the changes relevant to the application execution, and the
capability to enact the corresponding adaptation strategy.

The following sections summarize the various service and SBA life-cycle methodologies covered
more extensively in PO-JRA-1.1.1, and focus on presenting which functionalities (in the form of phases)
from the reference life cycle of Figure 1.1 are provided by each methodology, and, in turn, what each of
them has to offer in terms of concepts, methodologies, and processes.

The Web Services Development Lifecycle (SLDC)
The Web Services Development Lifecycle (SLDC) [6] is a continuous and iterative approach to the

development, implementation, deployment and maintenance of software services. It utilises standards,
reference architectures, and run time environments that are required to provide guidance during the
design, development and production phases of the software service lifecycle. The development lifecycle
model includes an introductory phase along with eight key lifecycle phases throughout the development
of the service: planning, analysis, design, construction, testing, provisioning, deployment, execution and
monitoring. The reference life cycle of Figure 1.1 is based on this methodology; for that reason SLDC
covers all the phases of the right side of the life cycle in a more fine-grained way, but does not discuss
the adaptation phases. Nevertheless, [7] discusses the way that SLDC has to be extended to manage
the evolution of services by supporting a change-oriented life cycle that allows for re-configuration,
alignment, and control of cascading through the service network changes in an orderly fashion.
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Rational Unified Process (RUP) for SOA
The Rational Unified Process (RUP) is a framework that aims to support the analysis and design of

iterative software systems. It was created with component based development (CBD) and object oriented
analysis and design (OOAD) in mind [8], so it is not easily transferable to serviced-based applications.
With some adjustments however, several of its milestones can be adjusted to fit in SOA solutions [9, 10].
RUP for SOA is based on IBM’s Business-Driven Development for SOA model that breaks down the
iterative development of a service into phases of: modeling the business (process), definition of the
requirements, analysis & design, implementation, testing, deployment, management, and optimization.
For each of these phases special provision is taken for the asset and change management. In that sense,
RUP for SOA is covering the same aspects of service lifecycle management as SLDC does, but instead
of not dealing directly with adaptation issues, it depends on project and change management capabilities
to allow for flexibility.

Service Oriented Modeling and Architecture (SOMA)
Service Oriented Modeling and Architecture (SOMA) is a framework developed by IBM to help prac-

titioners effectively model the architecture of service based applications. Service oriented modeling is
a service oriented analysis and design (SOAD) process for modeling, analysing, designing and produc-
ing a SOA that aligns with business goals [11]. The SOMA method of analysis and design attempts to
make practitioners think about business goals in a top-down manner from the beginning of the project,
and then develop the services from a bottom-up perspective once high level business goals have been
satisfied. At a high level, SOMA consists of three primary activities (inter-related phases): identification,
specification and realization. Service identification refers to the business process of identifying services
to help realise business goals. Service specification aims to classify services and specify the details of the
components that implement the services. This classification categorizes services into a service hierarchy
reflecting the composite services that can be created by combining other, finer grained services in the
hierarchy. Finally, service realization aims to assign the specified services to the legacy or custom built
components that can realize them. These primary activities correspond to the requirements engineering
and construction aspects of the reference lifecycle. In addition to the three primary activities, SOMA
also provides activities for business modeling and transformation, existing solution management, imple-
mentation by building or assembling and testing of services, deployment, monitoring and management
of services, and governance to support SOA [12]. The left hand side of the lifecycle that deals with
adaptation does not appear to be represented by any of the SOMA activities.

Service Oriented Analysis and Design/Decision Modeling (SOAD)
Service oriented analysis and design (SOAD) is a structured approach to the analysis, design and

realisation of quality SOAs [8]. The foundation for the SOAD model originates from fields such as
Enterprise Architecture (EA), Object-Oriented Analysis and Design (OOAD - particularly RUP) and
Business Process Management (BPM). While SOAD process and notation have yet to be defined in detail
[8], key elements such as conceptualization (or identification), service categorization and aggregation,
policies and aspects, meet-in-the-middle process, semantic brokering and service harvesting (for reuse)
can already be identified. SOAD, like SOMA, focuses primarily on the analysis, design and architecture
of SBAs and does not include provisions for service adaptation. SOAD, therefore satisfies only the right
hand side of the reference lifecycle.

ASTRO
ASTRO is a methodology that is focused primarily on service composition or service orchestration.

This is a process that combines existing third party services in order to provide new services with novel
functionality [13, 14]. The methodology also provides verification functionality, so that the correct op-
eration of services can be verified, in both on-line and off-line mode [15, 16]. The ASTRO methodology
covers all the life cycle of service-based systems, starting from their requirements specification, going
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Figure 3.1: Lifecycles vs. Reference Lifecycle

through their realization and deployment, and finally to their execution, possibly looping back to re-
design, triggered by the monitoring of unexpected/unwanted run-time behaviors. In addition, it supports
the evolution and adaptation of SBAs by allowing the design of service compositions directly from re-
quirements and by enforcing an incremental development approach that iteratively refines the behavioral
requirements.

BEA Services Lifecycle
The BEA Service lifecycles specifies the stakeholders, the tools, the deliverables, the processes and the

best practices for each stage of the services lifecycle [17]. The BEA methodology covers the phases of
the services development and maintenance lifecycle in three primary stages: requirements and analysis,
design and development, and IT operations. The lifecycle also has a business dashboard phase which
provides business stakeholders with business intelligence data. The entire lifecycle is underpinned by a
governance process which promotes the interoperability, discoverability and standardisation of services
and leverages the adaptation of services to new requirements. In that sense the BEA Service lifecycles
indirectly handle the left-hand cycle in Figure 1.1.

Summary
Figure 3.1 shows how each of the discussed lifecycles compare to the reference lifecycle introduced in

Figure 1.1. It is evident that the ASTRO and BEA lifecycles (to a lesser extent) are the ones which bear
closest resemblance to the reference lifecycle. The following sections investigate each phase in more
depth.

3.2 Requirement Engineering and Design

In this section we address the phase of Requirement Engineering and Design. In particular, section 3.2.1
explains the phase of Requirement Engineering, while section 3.2.2 reports the phase of Design focusing
on adaptation and monitoring.

3.2.1 Requirement Engineering

Before developing any system, the developers must understand what the system is supposed to do and
how its use can support the goals of the individuals or business that will pay for that system.

This means understanding the application domain and the specific functionality required by the stake-
holders. Requirements Engineering (RE) is the name given to a structured set of activities that help
developing this understanding.
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Requirements are derived from documents, people, and the observation of the social context of people
expressing them. In fact, requirements are expressed by the stakeholders using concepts strictly related
to their social world. Stakeholders may be different and numerous; they include paying customer, users,
indirect beneficiaries, and developers. Their social worlds may be distinct and they may express goals,
often conflicting, depending on the different perspectives of the environment in which they work. This,
together with the fact that often stakeholders are not able to make explicit their tacit knowledge, makes
the elicitation of requirements a very critical and difficult to accomplish activity.

Not only requirements have to be elicited, but they have also to be documented, possibly in a formal
way. Also, their evolution needs to be managed and kept under control in order to guarantee that the
implemented system can evolve with them.

In general, the activities that belong to the RE process varies depending on the complexity of the
application being developed, the size and culture of the companies involved. Large systems require
a formal RE stage to produce a well documented set of software requirements. For small companies
developing innovative software products, usually the RE process might consist of brainstorming sessions
leading to a short vision statement of what the software is expected to do.

Regardless of the process used, some activities are fundamental to all RE processes [18]:

Elicitation Identify sources of information about the system and discover the requirements from these.

Analysis Understand the requirements, their overlaps, and their conflicts.

Validation Check if the requirements are what the stakeholders really need.

Negotiation Try to reconcile conflicting views and generate a consistent set of requirements.

Documentation Write down the requirements in a way that stakeholders and software developers can
understand.

Management Control the requirements changes that will inevitably arise.

These activities constitute a cyclic process performed during the system lifecycle. Such activities are not
always executed in a fixed sequence: if needed some activity can be re-executed. This is mainly due to
the fact that requirements change is inevitable, because the business environment where the software is
executing is highly dynamic: new products emerge, businesses reorganize, restructure, and react to new
opportunities.

The industry increasingly recognizes the importance of using good RE processes and appropriate
RE techniques when developing software systems to achieve high software quality. Researchers empha-
size the necessity of adopting proper requirements engineering techniques in order to derive high quality
specification. Davis [19] states that knowing which technique to apply to a given problem is necessary
for effective requirements analysis. Requirements are often written in natural language and are often
vague descriptions of what is wanted rather than detailed specifications: this could be the best choice
in domains where requirements change quickly. The actions of the process are sketched in Figure 3.2.
The action of Requirement Elicitation consists of gathering and clarifying the needs of the purchaser and
the business goals. Several techniques may be used for Requirement Elicitation, such as focus group
running, interviews to the stakeholders, questionnaires, contextual observation and others approaches.
In the Requirement Analysis the goals are decomposed in sub-goals and the best strategies to satisfy
each goal are individuated; this action produces a set of functional requirements that will be validated to
check potential conflicts among the requirements (Requirement Validation). If conflicts are detected, a
negotiation action (Requirement Negotiation) is required to obtain a set of consistent requirements then
formalized in a Requirement Documentation. Obviously the a continuous management requirement (Re-
quirement Management) is performed to manage changes. Figure 3.3 highlights that the main outcome
of the RE process is a requirements document that defines what is to be implemented. The association
between the Service Integrator and the Requirement Document implies the actions shown in the diagram
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Figure 3.2: Requirement Engineering Process

of Figure 3.2. The Requirement Document contains a formalization of the collected Requirements. A
Requirement could have different nature: it could be a Quality of Service Requirement or a Functional
Requirement. When adaptation is needed, Adaptation Requirements must be defined and consequently
Monitoring Requirements.

Boehm [20] argues that in order to deliver systems rapidly that meet customer needs, a key challenge
is to reconcile customer expectations with developer capabilities. He developed an approach to RE called
the WinWin approach, in which negotiation between customers and software suppliers is central.

Service Oriented Requirement Engineering

Service-Oriented Requirements Engineering (SORE) specializes RE for service-based applications. SORE
is an important topic in Service-Oriented System Engineering (SOSE) and an emerging research area; it
assumes applications developed in an SOA framework running in an SOA infrastructure. SORE shares
with traditional requirement engineering the same activities. However, some of them are conducted
in a different way. The most remarkable difference is that service and workflow discovery has a very
significant role in SORE as part of the requirement elicitation and analysis activities. While, usually,
traditional RE activities do not deal with pre-existing software, the availability of services and of service
descriptions in registries allow System Integrator to exploit this knowledge to enable reuse [21].

Maiden [22] focuses on the availability of services in registries during SORE, and suggests that
existing services guide requirement elicitation; moreover results and information of the queries in the
registries can be reused in the forthcoming searches.

In recent years, researchers have begun to develop techniques that could be employed by require-
ments engineers to identify service requirements specified in SLAs. For example Bohmann et al. [23]
argue that one of the key features of applications hosting services is the heterogeneity in customer re-
quirements. Their aim is to assist service providers to address heterogeneity in customer requirements
through matching and mapping required service features and factors during RE and design phases. In
traditional RE Macaulay [24] identified poor communication between stakeholders as the key factor of
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Figure 3.3: Requirement Engineering Diagram

limiting or enabling effective RE. As technology and systems are embedded within socio-organizational
contexts and processes, strong socio-technical approaches to RE are required. Lichtenstein et al. [25]
suggest that in the new IT services era new techniques and approaches are needed for eliciting and deter-
mining provider and customer requirements; moreover it is required to involve key stakeholder groups
to negotiate the sometimes-conflicting provider and customer service needs.

Among SBAs, Adaptable SBAs play a significant role. In such applications the phase of RE must
take in account the mechanisms of reaction to critical conditions or changes in the environment or in the
user needs. One of the main challenges in the RE for Adaptable SBAs is the difficulty to know in advance
all the possible adaptations since it is unfeasible to anticipate requirements for all the possible critical
conditions that may happen. While RE for traditional systems reports what the system “shall do”, RE for
adaptable systems reports what the system “can do if something happens”. RE for adaptive systems is an
open research area, offering a limited number of approaches. Some research was conducted to use a goal
models approach in describing the requirements of an adaptable system. Goldsby et al. [26] proposed an
approach to modeling the requirements of an adaptable system using i∗ goal models. In particular, using
i∗ goal models, they represent the stakeholder objectives, the business logic, the adaptive behavior, and
the adaptive mechanism needs.

3.2.2 Design for Monitoring and Adaptation

An Adaptable Service-Based Application is a service-based application augmented with a control loop
that aims to continuously monitor the execution and evolution of the application and its environment and
to modify it on the basis of application-dependent strategies designed by system integrators. In general,
the adaptation may be caused by different reasons: it may be a necessary tool for the application to
recover from unexpected problem or failure; to customize the application in order to better fit the current
execution context or to better satisfy the needs of a particular application user; it may be required in order
to improve the application performance or to optimize the way the application resources are managed.

Design for Monitoring and Adaptation is a design process specifically defined to take the necessity
for the SBA adaptation into account. It extends the design phases of the “classical” SBAs with all the ac-
tivities that aim to incorporate into the application or into the underlying execution platform the facilities
and mechanisms necessary for the adaptation and monitoring process. While concrete mechanisms and
activities necessary to enable SBA adaptation vary depending on a particular form of adaptation (such
as context-aware adaptation, customization, optimization, recovery) and the realization of a particular
approach (e.g., autonomous vs. human-in-the-loop adaptation, run-time vs. design-time), general design
steps specific to the adaptable SBA may be defined as follows:
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• Define adaptation and monitoring requirements. Based on the application requirements and key
quality properties, it is necessary to define the requirements and objectives that should be satisfied
when certain discrepancy with respect to the expected SBA state, functionality or environment
is detected. More precisely, the monitoring requirements specify what should be continuously
observed, and when the discrepancy becomes critical for the SBA. The adaptation requirements
describe the desired situation, state, or functionality, to which the SBA should be brought to.
Typically, the adaptation and monitoring requirements correspond to various SBA quality charac-
teristics that range from dependability, to functional and behavioral correctness, and to usability.
In many cases monitoring requirements are derived directly from the adaptation requirements: the
monitoring is often performed with the goal to identify the need for adaptation and to trigger it.
Definition of adaptation and monitoring requirements is not explicitly addressed by the existing
requirements engineering approaches; these requirements are implicitly identified and mapped to
the corresponding capabilities in ad-hoc manner.

• Identify appropriate adaptation and monitoring capabilities. When the adaptation and monitoring
requirements are defined, there is a need to identify the possible candidates for their implemen-
tation. These refer to the existing adaptation and monitoring frameworks and tools provided at
different functional SBA layers and to various mechanisms enabled at different layers for more
general purposes, such as online testing [27], data and process mining for monitoring purposes,
and service discovery, binding and automated composition [28] for adaptation purposes.

• Define monitoring properties and adaptation strategies. Requirements and capabilities identified
in previous steps are used to provide concrete monitoring and adaptation specification for a given
SBA. These specifications may be given implicitly when they are hard-coded within the given
approach or explicitly. For instance, when one deals with the recovery problem, a typical implicit
monitored property refers to the failures and exceptions not managed by the application code [29].
Accordingly, the self-optimization approaches often rely on the predefined threshold for certain
quality of service properties for triggering adaptation need; the corresponding adaptation strategy
(e.g., re-composition) is also often predefined [30].

• Incorporate adaptation and monitoring mechanisms. Based on the above specifications, the adapt-
able SBA is extended with the corresponding monitors and adaptation mechanisms. Depending
on the mechanisms, this extension may require integrating the monitoring and/or adaptation func-
tionalities into the SBA code or into the underlying execution platform. A typical example of the
former approach is presented in [31]: the underlying BPEL process is augmented with the calls
to the a special proxy that evaluates the monitored properties. In [32] analogous code modifica-
tion is applied in order to inject the necessary adaptation actions. On the other side, monitoring
approaches presented in, e.g., [28, 33], as well most of approaches to Business Activity Monitor-
ing, rely on the mechanisms for generating monitors independent from the application and on the
specific tools respectively.

Conceptual Model

The presented design for adaptation and monitoring concepts are represented in Figure 3.4. The Adapt-
able Service-Based Application is associated with the Monitoring Requirements and Adaptation Require-
ments, which define when the changes in the application functionality or environment become critical
and what we should achieve in that case respectively. From these requirements one should derive the
Monitored Properties and Adaptation Strategies achieving them. In order to be monitored, the appli-
cation is associated with the Monitors that continuously observes the monitored properties representing
critical changes in the SBA functionality or environment. The Adaptation Mechanisms are identified and
incorporated in order to achieve the defined strategies.
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Figure 3.4: The design for adaptation diagram

There exists a wide range of adaptation strategies to be used by different approaches. In a simple
case, adaptation targets modification of the application parameters (e.g., re-configuration, re-negotiation
of the SLAs, substitution of one failed or underperforming service with another one) without changing
its structure. In more complex cases, the adaptation involves also modification of the application struc-
ture (e.g., re-compose the services, re-plan the underlying process, or introduce specific activities that
compensate the incorrect results achieved by the faulty execution).

We remark that the different forms, approaches, and methodologies used for the SBA monitoring
and adaptation, as well as the ways the corresponding mechanisms are realized, is out of scope of the
presented knowledge model; they are discussed and classified in the corresponding deliverables of other
S-Cube workpackages, in particular in CD-JRA-1.2.2 [34]. Below we will only present some aspects
relevant for the specification of the adaptation strategies and monitoring properties.

Adaptation and Monitoring Specification

As we already mentioned, the monitoring specification defines the moment and conditions “when” adap-
tation activities should be triggered, while the adaptation specification prescribes “how” the adaptation
should be performed. Both these specification may be given either explicitly, or implicitly.

Explicit monitoring specification is defined using standard notations (such as WS-Agreement or WS-
Policy) or specific languages (such as RTML [28], WS-CoL [31]). In the first case the specification is
first translated into some internal representation specific monitoring framework, and then is given as
input to the corresponding monitoring tool.

Explicit adaptation specification may have different forms:

• goal-based specification, where the adaptation activities are described in a higher-level form that
contains only objectives to be reached, leaving the system or the middleware to determine the
concrete actions required to achieve those objectives. This goals may have the form of certain
utility function to be maximized [30], declarative functional goal specification [35], etc.

• action-based specification, where the activities are defined explicitly. In the corresponding lan-
guages the strategies are specified using high-level action specification, where actions correspond
to re-binding, terminating, selection of alternative behavior, rolling back to some previous stable
state, etc [32, 36].
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• approaches based on explicit variability modeling. In such approaches the identified variation point
is associated with a set of alternatives (variants) that define different possible implementations
of the corresponding application part. In business processes this corresponds, for example, to a
nominal sub-process, and a set of potential customized flows [37].

With implicit adaptation specifications the decisions when the system has to be changed and which
actions to perform are predefined by the adaptation framework. This is a typical situation for dynamic
service compositions, where the services are selected and composed dynamically upon, e.g., unavailabil-
ity of some of them. This is also the case for many self-healing systems, where the recovery activities
are somehow hard-coded. The role of the design activities in case of implicit adaptation is to provide
possibly richer and more complete descriptions of the services and compositions in order to support and
simplify the decisions made at run-time automatically. In case of dynamic composition, for example,
these decisions correspond to the discovery and selection of the candidate services. Implicit adaptation
specification may have different forms that we shortly introduce in the following and that are already
explained in detail in the deliverable PO-JRA-1.1.1 [4]:

• Quality driven specification that supports dynamic composition of services with the goal of optimal
valuation of service qualities. In this way the composed process (e.g., in BPEL) is designed as a
workflow composing elementary tasks. At run-time a concrete elementary service is selected to
perform a particular task from a community of services that provide the same functionality, but
have different quality characteristics. The description of the services, therefore, should include not
only functional aspect, but also non-functional properties that are required in the selection process.
The predefined goal of this kind of specification is, therefore, at run-time optimize the values of
characteristics;

• Reputation-based specification approaches that target the problem of maintaining dynamic service
compositions, when the component services fail or become defective. If the service invocation
was successful, the reputation is positive, while in case of failure the value degrades. They allows
improving the quality of selection;

• P2P self-healing approaches support the dynamic look-up and replacement of elementary services
that failed during the execution of the process. The key idea is that they use peer-to-peer resource
management for publishing and discovery and binding of the necessary services.

• Adapters-based approaches have the objective to automatic generate mediators based on prede-
fined requirements (e.g., deadlock freeness) or semi-automated methodologies for identifying and
modelling instructions and procedures for adapting the specification (transformation templates or
commands);

• Local knowledge-based approaches allow run-time adaptation of the system configuration accord-
ing to changes in the context. The key idea is to define properties of a system starting from the
local knowledge, defined as the knowledge about its immediate structure. Local knowledge is used
to reconfigure the structure of the system when a change in the context is found, and is propagated
upward when needed.

• Semantic Web-based approaches specify protocol mediation allowing for the automatic adaptation
of the service requester behaviour meeting the constraints of the providers interface, by abstracting
from the existing interface description. A shared ontology is used to understand the semantics of
the domain actions.
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3.3 Construction

The construction of SBAs is based on top of the design phase, where the model of the future SBA is de-
fined and described. The construction of SBA assumes the definition and specification of the executable
code of the corresponding Service-based Application on top of the existing services or service templates.
In the latter case, the abstract service definitions are used, which are bound to concrete services at de-
ployment/provisioning time.

The construction of an SBA as an executable service composition may be achieved in several ways
(Figure 3.5). Note that since a Service Based Application isn’t always exposed as a service, we could
have a Provider (at not necessarily a Service Provider). At the highest level of abstraction we distinguish
between:

• Manual construction of a service composition. In this case the goal of the service integrator is to
define an executable process composed of concrete or abstract services using an appropriate ser-
vice composition specification language. In deliverable PO-JRA-2.2.1 [38] a variety of languages
for the construction of SBA are presented. Among them Business Process Execution Language
(BPEL for short, [39]) is one of the prominent standard languages supported by industry and ac-
cepted by the community. It supports loosely coupled composition of Web services described in a
standard WSDL notation. Besides BPEL, there exists a variety of notations for the construction of
composed service compositions and service-based business processes such as JOpera [40], jPDL
[41], etc.

• Model-driven service composition, which copes with generating service orchestration models from
more abstract models, which are often abstract business process models created by business ana-
lysts. Notations like BPMN [42] or WS-CDL [43] may be used for these purposes.

• Automated service composition. Here the goal is to automatically generate the executable SBA
using available service models (abstract and concrete, stateful and stateless) and predefined com-
position goals that restrict the behavior, functionality, and QoS parameters of the future SBAs. The
composition goals are usually defined during the SBA design phase, and are specified in high-level
notations (see, e.g., [44, 45]).

Another important activity that should be accomplished during the construction phase as well as in
other phases of the development and operation process is the verification and validation of the SBA
against various requirements and constraints. Section 3.7.2 provides a summary of this issue that is
tackled more extensively in deliverable PO-JRA-1.3.1 [46] and CD-JRA-1.3.2 [47].

3.4 Deployment and Provisioning

The phase “Deployment and Provisioning” of the lifecycle in Figure 1.1 comprises all the activities
related to the publication and deployment of a Service Based Application; this section discusses the
major concepts related to this phase.

Service Description

As reported in the deliverable PO-JRA-1.1.1 [4], a Service Description allows the users to access a
service regardless of where and whom it is actually offered. It specifies all the information needed to the
potential consumers to access and use the service. Web services transform the Web from a distributed
source of passive information into a distributed source of active services. When a consumer decides to
acquire the use of a service, he would be sure the service fulfills his/her expectations both in terms of
offered functionality and of non functional characteristics. Thus, it is important to have an expressive
service description that does not only report the syntactical aspects of the service, but also describes its
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Figure 3.5: The construction diagram

meaning in a human readable format, describes its QoS, the way its operations should be used, and the
like. The description is provided by the service provider during the service publication (see next section),
and it is used by the service consumer to choose the correct service during the service discovery.

The standard description for Web service is provided by the Web Service Description Language
(WSDL) [48]: it is an XML language describing the public interface of the service. It offers a syn-
tactical description of the service permitting the consumer to interact with it; WSDL, among the other
things, gives information about the location, and the types of input/output messages of the service. Such
information, though essential, isn’t often enough to provide the full understanding of the service.

Hence, the need for more expressive service descriptions arises: such an attempt was carried out by
the Semantic Web initiative. The Semantic Web has added machine-interpretable information to Web
content in order to provide intelligent access to heterogeneous and distributed information. In a similar
fashion, Semantic Web concepts are used to define intelligent Web services, i.e., services supporting au-
tomatic discovery, composition, invocation and interoperation. This joint application of Semantic Web
concepts and Web services in order to realize intelligent Web services is usually referred as Semantic
Web Services. A lot of proposals addressing the semantic Web services try to improve the current tech-
nologies such as SOAP, WSDL and UDDI because they provide very limited support in mechanizing ser-
vice recognition, service configuration and combination, service comparison and automated negotiation.
Among them, an important solution is represented by OWL-S [49] that enriches the service descriptions
with rich semantic annotations facilitating automatic service discovery, invocation and composition.

An important framework for service description is the Web Service Modeling Framework (WSMF)
[50] whose aim is to provide an appropriate conceptual model for developing and describing services
and their composition. The WSMF consists of four different main elements: ontologies that provide the
terminology used by other elements, goal repositories that define the problems the Web services should
solve, Web services descriptions that define various aspects of a Web service and mediators to bypass
interoperability limits. WSMF’s aim is to enable fully flexible and scalable e-commerce based on Web
services providing an architecture characterized by:

• Strong de-coupling of the various components that realize an e-commerce application.

• Strong mediation service enabling anybody to speak with everybody in a scalable manner.

External Final Version 2, Dated 29 May 2009 23



S-Cube
Software Services and Systems Network Deliverable # CD-JRA-1.1.2

Among other proposed approaches we can include BPEL4WS [51] and BPML [52] /WSCI [53]: they
offer similar functionalities; in fact they define a language to describe process models, offer support for
service choreography and provide conversational and interoperation means for Web services. They focus
on the composition of services, permitting the description of services interactions. The need to have an
exhaustive service description is examined, among the others, by the SeCSE project. The view in Figure
3.6 [5] focuses on the way SeCSE views Service Description. A Service Description comprises a Service
Specification and, if available, some Service Additional Information. A Service Specification is usually
defined by the Service Developer and may include both functional and non-functional information such
as information on the service interface, the service behavior, service exceptions, test suites, commercial
conditions applying to the service (pricing, policies, and SLA negotiation parameters) and communica-
tion mechanisms. Service Additional Information may include information such as user ratings, service
certificates, measured QoS and usage history. Both Service Specification and Service Additional Infor-
mation could be specified by means of different Facets. Each Facet is the expression of one or more
Service Properties in some specification language. A Facet represents a property of a service such as,
for example, binding, operational semantics, exception behavior. Within a facet, the property can be
encoded in a range of appropriate notations. So each service in the SeCSE environment is described by
an undefined set of Facet permitting to the consumer to gain understanding of the service.

Figure 3.6: The SeCSE Service Description diagram

Service Publication

Service providers can make their services accessible via Web service interfaces. In order to make a Web
service usable by other parties, a provider will publish the Web service description at some network
location reachable by target users. It is a common practice to publish syntactic WSDL descriptions of
Web services at UDDI (Universal Description, Discovery, and Integration) [54] repositories, which act
as a common entry point for the location of Web services and provide keyword-based search facilities,
as well as searching based on categories in taxonomies such as UNSPSC (Universal Standard Products
and Services Classification) [55]. A UDDI registry is similar to a CORBA trader, or it can be thought
as a DNS service for business applications. A UDDI registry has two kinds of users: businesses that
want to publish a service description (and its usage interfaces), and clients who want to obtain services
descriptions of a certain kind and bind to them. The UDDI entry contains the following elements:

• The Business entity, which provides general data about a company such as its address, a short
description, contact information and other general identifiers. This information can be seen as the
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white pages of UDDI.

• A list of Business services. These contain a description of the service and a list of categories that
describe the service, e.g. purchasing, weather forecast etc. These can be considered as the yellow
pages of UDDI.

• One or more binding templates define the green pages: they provide the more technical information
about a Web service [56].

The main goal of UDDI was to speed interoperability and adoption for Web services through the creation
of standards-based specifications for service description and discovery, and the shared operation of a
business registry on the Web.

Another solution addressing the service repository is provided by ebXML [57]. Like its predecessor,
UDDI, ebXML Registry also facilitates seamless and automatic inter-enterprise collaborations. This fea-
ture enables integration between trading partners permitting the communication and functionality sharing
among SOA applications without human interaction. An ebXML registry can have a persistence mech-
anism for enterprises, allowing to share and store information as registered content: XML artifacts can
be stored, maintained, and automatically discovered, increasing efficiency in XML-related development
efforts. There are two general ways in which an e-business registry may be used: for discovery and for
collaboration: while, UDDI is focused exclusively on this discovery aspect, ebXML Registry is focused
on both discovery and collaboration. Due to its focus on storing and maintaining XML artifacts, an
ebXML registry can used for a collaborative development of XML artifacts within an organization and
for a run-time collaboration between trading partners. Note that there is the possibility of run-time in-
teroperability between UDDI and an ebXML registry. For example, it is possible to discover an ebXML
registry from UDDI, and vice versa.

The publication of WSDL descriptions at UDDI repositories is characterized by two limitations: a)
manual assignment of Web services to categories, and b) the use of syntactic descriptions does not al-
low for advanced search based on formal semantics. An evaluation and comparison of the Web services
registry was led in 2005 by Dustdar et al [58]. Actually, UDDI specification has not received a lot of
support from industry and many products implement. In literature, a lot of proposals to enable the re-
trieval of Web services based on the semantic description can be found [59]. The METEOR-S project
[60] proposes an environment for federated Web services publication and discovery among multiple reg-
istries: it uses an ontology-based approach to organize registries, enabling semantic classification based
on domains. Each registry supports semantic publication of the service, used during discovery process.
Several works exist in the literature that extend UDDI or ebXML and propose federated architectures
usually based on the P2P paradigm (for example [61], [62]).

Deployment of Service-Based Applications

The term Deployment is used to refer to the process of concretely associating services to devices in the
real world system, and all the activities that must be executed to achieve it.

Dynamic deployment, in particular, is related to the body of techniques that are needed to apply such
a process in a dynamic context, where changing conditions in the environment must be taken into con-
sideration, together with changes in the requirement, QoS, and other aspects. Dynamic deployment is
particularly important in a service-based context where new services or new versions of the same services
need to be deployed without stopping or interfering with the normal execution of the others. Some of
them, concentrating on the possibility of dynamically deploying services, are also dealing with the degree
of reusability of services, and how flexibly they can be configured. The main goals of these approaches
are indeed both to provide a high level of QoS and to enable dynamic deployment. A deployment infras-
tructure for service-based applications should offer the following elements: ways to describe the services
that are required for the execution (if any) and ways to describe the software components to deploy (both
of the two above aspects belong to “the what” cathegory); where to deploy these services/components, a
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strategy for deployment, and an infrastructure for executing the deployment strategy. Tawlar et al. [63]
have classified the approaches for describing deployment strategies in four main classes: manual, script-,
language-, and model-based approaches. Among the others, model-based approaches have gained a lot
of interest because they are able to control and evolve an SBA while it is running. Notable is the work
of Arnold et al [64] suggesting an approach for Pattern Based deployment. On demand deployment
requires the search of application in centralized or distributed repositories, and the installation and the
configuration before the operation. A view of the service deployment is shown in the Figure 3.7.

Not only all software components that are part of services have to be installed. Their deployment
also requires the associated description to be published on some registries. Thus, deployment is strictly
connected to Service Description, Service Publication and Service Operation.

Figure 3.7: The service publication/deployment diagram

3.5 Operation and Management

In this section the issues related to the phase of Operation and Management will be discussed. More
specifically, in the world of Web services, distributed management becomes a clear requirement because
the growing complexity of global Web services brings together large numbers of services, suppliers and
technologies, all with potentially different performance requirements. However, many existing system
management infrastructures do not support service-level agreement reporting or collect specific service
information from SBAs for troubleshooting purposes. Furthermore, existing management standards pri-
marily focus on data collection and not on supporting rich management applications for the adaptive
infrastructure required by Web services [6].

Web services and SBAs management provides the necessary infrastructure to help enterprises mon-
itor, optimize, and control the Web services infrastructure. A services management system provides
visibility into the services runtime environment to enable: monitoring of availability, accessibility, per-
formance of services SLA-compliance tracking and error detection, resolution, and auditing.

OASIS Web Services Distributed Management [65] is a key standard for services management. It
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allows exposing management functionality in a reusable way through two specifications: one for Man-
agement Using Web Services (MUWS) and the other for Management Of Web Services (MOWS). The
MUWS specification provides a framework that defines how to represent and access the manageabil-
ity interfaces of resources as Web services. MOWS builds on MUWS to define how to manage a Web
service as a resource. It defines WSDL interfaces, which allows management events and metrics to be
exposed, queried, and controlled by a broad range of management tools.

During the operation phase and the execution of its functionalities, the system’s behavior must be
compliant to the QoS stated in the SLA. An important aspect to guarantee the respect of the SLA is the
monitoring of the service state during its execution; more details about monitoring activity can be found
in the deliverable CD-JRA-1.2.2. Service operation requires a service governance (see section 3.7.1)
ensuring that the architecture is operating as expected maintaining a certain QoS level (Figure 3.8). Of
particular interest for the service operation is the service fault, since the identification of service faults
permits the triggering of adaptation mechanisms needed to adapt SBAs.

Figure 3.8: The operation and management diagram

Service Fault

Internet services represent an important class of systems requiring 24x7 availability. Moreover they
must guarantee the QoS levels stated in the SLA contract between consumer and provider. Oppenheimer
et al. [66] analyzed failure reports from large-scale Internet services in order to identify the major
factors contributing to user-visible failures, evaluate the (potential) effectiveness of various techniques
for preventing and mitigating service failure, and build a fault model for service-level dependability.
Their results indicate that the main contributors to user-visible failures are operator error and network
problems, and that online testing and more thoroughly exposing and handling component failures would
reduce failure rates in some cases. Referring to the IEEE standard terminology for definitions of failures
and faults [67] we find that a failure is the inability of a system or component to perform its required
functions within specified performance requirements. Moreover a fault is (1) a defect in a hardware
device or component; (2) an incorrect step, process, or data definition in a computer program. Figure
3.9 represents the service fault diagram. A service can produce, during execution, a fault. The nature
of the fault may be different depending on a wide variety of causes. A fault is an observable event in
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the service execution that can lead to an erroneous state, and, as consequence, a failure. By observing
the system it is possible to discover the occurrence of a fault (Fault Detection activity). The output of
this activity are alarms; such events signal the occurrence of a failure, i.e., of a discrepancy between the
delivered service and the correct one. Alarms are generally implemented in software using Exceptions.
Detecting a fault means only discovering the occurrence of a fault; to know the nature and the cause of
the fault its identification is needed; such activity requires a process of diagnosis.

Figure 3.9: The service fault diagram

The aim is to achieve the fault tolerance for the architecture: fault tolerance is the ability of an
application to provide valid operation after a fault. The application is returned to a consistent state, for
example using a checkpointing mechanism. Fault tolerance is considerably more difficult for distributed
applications, composed by several process communicating among themselves. Moreover in SBA a single
process may be part of multiple applications. Dialani et al. [68] proposed a framework able to offer a
method of decoupling the local and global fault recovery mechanisms. In a different way, to achieve fault
tolerance in SOA, Santos et al. proposed an approach for deployment of the active replication technique;
they presented an engine able to detect and recovery fault and invoke concurrently service replicas [69].

Since the nature of a fault depends on a lot of causes, some authors [70] proposed a classification of
the Web service faults distinguishing them in three levels: infrastructural and middleware, Web service
and Web application level faults. Infrastructure middleware level faults are caused by failure in the
underlying hardware or network: this type of fault makes it impossible to use the Web service or provide
the expected QoS. Among Web Service faults they proposed the classification into Web Service execution
faults (raising during invocation or execution of Web service) and coordination faults (resulting by the
composition of Web Services). Finally the application level faults are related to the Web applications
based on Web services. The same authors proposed some mechanism of recovery action at Web service
and Web application level in order to guarantee self-healing properties of Web Services. In particular,
after diagnosing a fault, adaptable Web Services are able to perform recovery actions and restore the
correct state: recovery actions may be reactive (recovery of the running service) and proactive (data
mining techniques executed in an off-line mode). Substitution of unavailable services, completion of
missing parameters in the input message causing a fault and retry the invocation of an unavailable service
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until it return available are some of the proposed recovery actions.
Faults can also be related to non-functional behavior of Web services including SLA and QoS agree-

ment [1]. SLAs are used to ensure to the consumer a certain QoS during service execution. Even a
violation of the contract raises a SLA disagreement fault.

3.6 Adaptation Life-cycle Phases

Differently from classical SBAs, the distinguishing feature of the adaptable SBAs is the support for ac-
commodating and managing various changes occurring in the application or in its context. This capability
extends the traditional view on the Service-Based Application and requires the following two functional-
ities to become the core elements of the application life-cycle: monitoring and adaptation (Figure 3.10).
In more details, the taxonomy of the adaptation of monitoring principles and concepts, as well as the
mechanisms from different areas and domains are discussed in deliverable CD-JRA-1.2.2 [34].

Figure 3.10: The adaptation diagram

In a broad sense, monitoring is a process of collecting relevant information in order to evaluate prop-
erties of interest over SBA and report corresponding events. As it follows from the diagram, monitoring
observes either the application (more precisely, various properties of an SBA instance, the whole class
of instances, and/or its evolution) or its context (contextual properties of an instance or of the whole
application). When the events reported by the monitoring represent critical deviations from the expected
functionality, evolution, or context of SBA, the latter should be adapted and therefore adaptation is trig-
gered.

Adaptation is a process of modifying a Service-Based Application in order to satisfy new require-
ments and to fit new situations dictated by the environment. It correponds to the adaptive category of the
maintenance activity that will be described in detail in Chapter 4. This general definition becomes more
concrete when we consider different forms of adaptation (see Figure 3.10): Proactive (to prevent future
problems proactively identifying and handling their sources), Reactive(to handle faults and recover from
problems reported during execution of an SBA instance or a set of instances), and Postmortem (to modify
(or evolve) the system at design time or when it is stopped). With respect to the human involvement, as
highlighted in the figure, we distinguish the following two extreme types of adaptation: self-adaptation
and human-in-the-loop adaptation. Self-adaptation is an adaptation process that is executed without any
external human intervention. In this case all adaptation steps, decisions, and actions are performed by the
SBA autonomously. This also assumes that all the necessary mechanisms to enact adaptation strategies
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are built into the application. When the adaptation process assumes any form of human intervention, one
deals with human-in-the-loop adaptation. This intervention may have different forms and take place at
the different phases of the adaptation cycle.

As it is shown in Figure 1.1, the adaptation cycle consists of the following principle steps (for infor-
mation on related work in these areas the reader should refer to the WP-JRA-1.2 deliverable):

• decide whether the SBA adaptation is needed (Identify Adaptation Requirements);

• decide how the system should be adapted (Identify Adaptation Strategies);

• modify the application (Enact Adaptation).

The ability to initiate this process relies, however, on the ability to identify critical discrepancies
between the expected (or desired) state, execution, and evolution of SBAs and the actual ones. For this
reason, monitoring becomes an essential component of the adaptation process.

Identify Adaptation Requirements phase

The decision on the necessity for SBA to adapt is based on the information about the execution, evolution
and context of SBA provided by monitoring. There are two possible ways to make such a decision. In the
first case, the monitoring requirements are derived from the adaptation requirements, and the appropriate
monitoring properties represent severe problems, contextual changes or other type of discrepancies that
are critical from the adaptation perspective. These properties are observed by the monitors, and when
the corresponding events are detected, the need for adaptation is automatically triggered. In the second
case, the process requires human involvement: based on the monitored information, the user (being end
user, system integrator, application manager, etc.) makes a decision on the need for adaptation.

Identify Adaptation Strategies phase

When the adaptation requirements are instantiated, the corresponding adaptation strategies should be
identified and selected. In Section 3.2.2 we have already presented a set of strategies applicable to various
forms of SBA adaptation, including service substitution or re-negotiation of their SLAs, reconfiguring
SBA or recomposing services, execute specific recovery or compensation actions, and even re-planning
the underlying business process. Different adaptation strategies may refer to different functional SBA
layers, may be predefined or created dynamically, may follow different methodologies and specified in
different ways. A more detailed taxonomy of these concepts is presented in deliverable CD-JRA-1.2.2
[34].

An important aspect for the adaptation cycle is how a particular strategy is defined and selected. As
in the case of adaptation requirements, this may or may not require human involvement. If it does not
require human intervention, the selection is made by the SBA or the execution platform, based on some
predefined decision mechanisms and the current information derived from monitors. In the opposite case,
the role of the user can be to choose one or another alternative among those proposed by the adaptation
framework.

Enact Adaptation phase

After the adaptation strategy is identified and chosen, the corresponding adaptation mechanisms are
activated in order to implement the strategy and to execute corresponding adaptation activities. For the
strategies mentioned above the following mechanisms are usually considered:

• automated service discovery and dynamic binding mechanisms are crucial for the realization
of such adaptation strategies as service substitution, re-composition and re-configuration; (au-
tomated) SLA negotiation frameworks and infrastructures are necessary for the realization of re-
negotiation strategy,
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• automated service composition techniques and mechanisms are necessary for the re-composition
and re-planning techniques (when the latter is done in autonomous mode),

• design time adaptation tool support may be necessary in order to perform manual, design-time
adaptation of SBA or its constituent parts when a re-planning strategy is achieved through re-
design of SBA. Such tools may include, e.g., various frameworks for designing and generating
adapters for constituent services [71, 72], tools supporting customization of the process models
[73], etc.

Also in this case the process may involve the users (e.g., to select a particular realization, to provide
additional information and decisions, or to perform the adaptation manually through re-designing the
application or components) or may be done autonomously.

Depending on the strategy, the adaptation process may involve other phases of the SBA life-cycle
such as quality assurance and deployment.

3.7 Cross-cutting Concerns

The previous sections presented methodologies and processes for each the phases of the service life cycle
of Figure 1.1. These sections discuss issues that spread beyond one individual phase in the life cycle,
affecting in some cases all the life cycle of services like service governance, quality assurance of SBAs,
service discovery and service level agreement negotiation.

3.7.1 Service Governance

A significant challenge to widespread SOA adoption is for SOAs to deliver value. To achieve this, there
must be control in areas ranging from how a cross-organizational end-to-end business process that is
composed out of a variety of service fragments is built and deployed, how QoS is enforced, proven and
demonstrated to service consumers, to granular items such as XSD schemas and WSDL creation. This
requires efficient SOA governance.

Prior to describing SOA governance we shall describe the meaning of IT governance as SOA gov-
ernance stems from and is deeply rooted in IT governance [74]. IT governance is a formalization of the
structured relationships, procedures and policies that ensure the IT functions in an organization support
and are aligned to business functions. IT governance aligns IT activities with the goals of the organi-
zation as whole and includes the decision-making rights associated with IT investment, as well as the
policies, practices and processes used to measure and control the way IT decisions are prioritized and
executed [75].

The IT Governance Institute (http://www.itgi.org/) has established a value IT framework that consists
of a set of guiding principles, and a number of processes conforming to those principles, which are further
defined as a suite of key management practices. ITG recommends these guiding principles to be applied
in terms of three core processes: value governance, portfolio management and investment management.
The goal of value governance is to optimize the value of an organization’s IT-enabled investments by
establishing the governance, monitoring and control framework, providing strategic direction for the
investments and defining the investment portfolio characteristics. The goal of portfolio management is to
ensure that an organization’s overall portfolio of IT-enabled investments is aligned with, and contributing
optimal value to the organization’s strategic objectives by establishing and managing resource profiles,
defining investment thresholds, evaluating, prioritizing and selecting, managing the overall portfolio,
monitoring, and reporting on portfolio performance. Finally, the goal of investment management is
to ensure that an organization’s individual IT-enabled investment programs deliver optimal value at an
affordable cost with a known and acceptable level of risk by identifying business requirements, analyzing
the alternatives, assigning clear accountability and ownership, managing the program through its full
economic life cycle, and so forth.
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SOA governance has to oversee the entire life cycle of an enterprise service portfolio in order to
identify, specify, create, and deploy enterprise services, as well as to oversee their proper maintenance
and growth [76].

SOA governance is an extension of IT governance and guiding principles, such as the ones described
above, which focus is on the life cycle of services and is designed to enable enterprises to maximize
business benefits of SOA such as increased process flexibility, improved responsiveness, and reduced
IT maintenance costs. SOA governance refers to the organization, process, policies and metrics that
are required to manage an SOA successfully [77]. In particular, SOA governance is a formalization of
the structured relationships, procedures and policies that ensure that the IT functions in an organization
support and are aligned to business functions, with a specific focus on the life cycle of services.

Services that flow between enterprises have defined owners with established ownership and gover-
nance responsibilities, including gathering requirements, design, development, deployment, and opera-
tions management for any mission critical or revenue generating service.

To achieve its stated objectives and support the enterprise’s business objectives on strategic, func-
tional, and operational levels, SOA governance provides a well-defined structure. It defines the rules,
processes, metrics, and organizational constructs needed for effective planning, decision-making, steer-
ing, and control of the SOA engagement to meet the business requirements of an enterprise and its
customers.

SOA governance introduces the notion of business domain ownership, where domains are managed
sets of services sharing some business context to guarantee that services fulfil their functional and QoS
objectives both within the context of a business unit and the enterprise’s within which they operate [6].
Two different governance models are possible [6]:

1. Central governance: With central governance, the governing body within an enterprise has repre-
sentation from each business domain as well as from independent parties that do not have direct re-
sponsibility for any of the service domains. There is also representation from the different business
units in the organization and subject matter experts who can talk to the developers who implement
key technological components of the services solution. The central governance council reviews
any additions or deletions to the list of services, along with changes to existing services, before
authorizing the implementation of such changes. Central governance suits an entire enterprise.

2. Federated governance: With federated governance each business unit has autonomous control
over how it provides the services within its own enterprise. This requires a functional service do-
main approach. A central governance committee can provide guidelines and standards to different
teams. This committee has advisory role only in the sense that it makes only recommendations
and it does not have to authorize changes to the existing service infrastructure within any business
unit. Federated governance suits enterprise chains better.

Figure 3.11 illustrates the usual stratification in runtime environment, infrastructure services and
business services and highlights the importance that monitoring facilities play in SOA governance. Re-
source and business process optimization are also highlighted.

As mentioned above, the concept of SOA governance comprises all the activity needed to exercise
control over services in an SOA. The focus is on those resources to be leveraged for SOA to deliver
value to the business; it involves many phases of a service architecture lifecycle, including specification,
deployment and evolution. SOA governance is about ensuring and validating that assets and artifacts
within the architecture are operating as expected and maintaining a certain level of quality. So, it has to
offer features to monitor execution, check the policies and handle the exceptions (see the class diagram
in figure 3.12).
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Figure 3.11: Developing and managing SBAs

Figure 3.12: The governance of Service Based applications diagram

3.7.2 Quality Assurance of SBAs

The issue of Quality Assurance (QA) in SBAs is covered more extensively in work package JRA-1.3.
Here we are summarizing some of the major points of QA for SBAs as identified in deliverables PO-
JRA-1.1.1 [4] and PO-JRA-1.3.1 [46] that illustrate the need for QA throughout all the phases of the
life-cycle.

More specifically, three major approaches have been identified in the literature for SBA QA:

1. Static Analysis: In a narrower sense, static analysis “. . . is the systematic examination of program
structure for the purpose of showing that certain properties are true, regardless of the execution path
the program may take.” [78] In a broader sense, static analysis can be extended to documents at all
stages of the software life cycle, e.g. it can be used to analyse requirements documents such as goal
models and scenarios and design documents such as workflow models and BPEL specifications.
Static analysis techniques include for instance model checking approaches, data flow analysis,
symbolic execution and type checking. Since static analysis techniques can be applied at any life
cycle stage they complement testing and monitoring approaches described below.

2. Testing: “. . . testing entails executing a program and examining the results produced.” [78] Testing
a software system or an SBA requires test data, which are fed into the system. The resulting outputs
are than compared to the expected outputs. An error (or defect) results if the actual outputs do not

External Final Version 2, Dated 29 May 2009 33



S-Cube
Software Services and Systems Network Deliverable # CD-JRA-1.1.2

fit the expected outputs. In SBAs these defects are due to services or to service compositions, e.g.
a wrong sequence of service requests in a BPEL specification.

3. Monitoring: The purpose of monitoring in the software engineering domain is to “. . . determine
whether the current execution [of the software] preserves specified properties; thus, monitoring
can be used to provide additional defence against catastrophic failure. . . ” [79] In SOAs monitoring
can be used to observe the status of SBAs - as in traditional software engineering - and services.
Monitoring of services may lead to the adaptation of the SBA, e.g. when one ore more services
are not available. The current state of the art of monitoring is described in detail in the deliverable
PO-JRA-1.2.1.

In PO-JRA-1.3.1 [46] the authors distinguish between the design and the operation of an SBA: these
phases match the life cycle model depicted in figure 1.1 as the design represents the right and the op-
eration represents the left cycle. There is a rich body of quality assurance knowledge (see also [4] and
[46] for a review of these approaches), which was either developed particularly for SBAs or was adapted
from traditional software engineering. The challenge is to combine the results of these approaches with
engineering principles, techniques and methods, e.g. to achieve an automated adaptation of SBAs due to
monitoring results or to closely align requirements with current service provision. Figure 3.13 summa-
rizes the Quality Assurance for SBAs: Monitor is used to check the compliance of the behavior exposed
by an SBA during execution and its expected QoS. If some deviation is detected, the monitor could enact
some adaptation mechanism to correct the behavior.

Figure 3.13: The Quality Assurance diagram

3.7.3 Service Discovery

The Service Discovery is an important aspect in Service Oriented Computing. The process of service
discovery requires locating the services satisfying user requirements and returning the most relevant ones
for the consumer. In other words, service discovery is the matching of the needs of a service requestor
with the offerings of service providers.

The continuous growth of the number of services published in the Web makes the process very hard.
A key aspect of the service-oriented architecture approach is that the services advertise themselves using
directory or lookup services so clients can find them. Consumers need to know only limited information
about the service. Like a caller using telephone white pages, a consumer application looks up the desired
service in some directory, which returns the associated service provider information. The consumer then
uses this information to interact with the provider. Performing a name lookup on an implementation of
the Java Naming and Directory Interface, for example, returns a Java object that the caller can use to
invoke the named service.
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Web services enforce the paradigm of distributed computing enabling enterprise-wide interoperabil-
ity: integration of the services requires the localization and the purchase of the needed services. Existing
Universal Description Discovery Integration (UDDI) [54] technology uses a central server to store in-
formation about registered Web services; the centralized approach becomes unsuitable managing large
distributed system. WSDL (Web Service Description Language) provides descriptions for Web services
[48], containing the service interface, specifying inputs and the outputs of service operations. But these
descriptions are purely syntactic: the problem with syntactical information is that the semantics implied
by the information provider are not explicit, leading to possible misinterpretation by the users.

Among the most used service discovery approaches, important is the keyword-based (syntactic) dis-
covery mechanism; the limit of this approach is that it doesn’t consider the semantic of the requestor
goals, service and context, retrieving objects whose descriptions contain keywords from the user’s re-
quest. This approach can lead to the individuation of services, often not expected by the consumers: for
example the query keyword might be syntactically equivalent but semantically different from the terms
in the object descriptions; moreover this approach doesn’t consider the relations between the keywords.
A solution is represented by ontology-based discovery approaches: the retrieval is based on semantic
information rather than keywords. Improving Web services discovery requires explicating the semantics
of both the service provider and the service requestor. Shoujian et al.[80] proposed an ontology-based
approach to capture real world knowledge for a finer granularity annotation of Web services. Moreover
[81] proposed a more sophisticated approach using Probabilistic Latent Semantic Analysis (PLSA) to
capture semantic concepts hidden behind the term constituting the user query.

A lot of effort is spent to automatize discovery: automatic service discovery requires automated
matching of semantic service descriptions or, in worse cases, a composition of them [82]. Figure 3.14
focuses on the Service Request and the process of Service Discovery. A Service Consumer expresses
one or more Service Requests in order to discover Concrete Services that can serve its requests and
satisfy its needs. Service discovery is usually executed at least in three different moments, related to
different phases in the lifecycle of Figure 1.1 : 1) when the requirements for a new system are gathered
(Early Discovery) (Requirement Engineering activity in Requirement Engineering and Design Phase in
figure 1.1), 2) when the system is being designed and new specific needs for services are identified
(Design Time Discovery) (Design activity in Requirement Engineering and Design Phase in figure 1.1),
or 3) when the system is running and new services need to be discovered to replace the ones that the
system is currently using (Run-Time Discovery) (Operation, management and Quality Assurance Phase
in figure 1.1). The latter type of discovery is required during adaptation enactment (see section 3.6).
Some researches attempt to optimize the runtime service discovery process [83], using the information
gathered during design time service discovery as a sort of cache.

3.7.4 Service Level Agreement Negotiation

Service Level Agreements (SLAs) are contracts between a service provider and their customers that de-
scribe the service, terms, guarantees, responsibilities and level of the service to be provided. They have
been widely used by network operators and their customers. The process that leads to the definition of a
SLA between consumer and provider is called an SLA Negotiation. The SLA Negotation cannot be re-
ferred to a specific phase of the service lifecycle because an SLA can be negotiated either at design time
or at runtime. For example, during service execution an SLA can be negotiated or even re-negotiated if
the quality parameters defined in the previous SLA aren’t satisfied. If the provider is unable to meet the
SLA conditions, instead of stopping the service provisioning, the provider and consumer can decide to
re-negotiate the SLA. The end of the process of SLA negotiation consists of the stipulation of a contract
in the form of an SLA: this contract contains what user expects from service execution, and what the
provider guarantees. Negotiation is a widely studied topic and there are numerous publications address-
ing different aspects, e.g. [84] is a general purpose negotiation journal, Briquet et al. [85] offer a survey
about negotiation in distributed resource management systems, while Parkin et al. [86] discuss aspects
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Figure 3.14: The service discovery diagram

of service negotiation in the Grid. Figure 3.15 focuses on the entities and the activities characterizing the
process of SLA Negotiation. The negotiation process consists of two or more Negotiation Agents, each
acting on behalf of a Service Provider or a Service Consumer, formulating, exchanging and evaluating a
number of SLA Proposals in order to reach an SLA Contract for the provision/consumption of a service.
A SLA Proposal can be an SLA Offer or an SLA Request that a Negotiation Agent formulates enacting a
certain Strategy. An SLA Proposal specifies negotiation values for a number of Service Properties, such
as QoS attributes. When the negotiation process leads to an agreement between the involved parties, an
SLA Contract enclosing the agreed SLA Proposal is subscribed between these subjects.

More details on SLAs and Negotiation are provided in PO-JRA-1.3.1 [46] and CD-JRA-1.3.2 [47].

3.8 Summary

In the previous sections we have presented a reference life-cycle model (figure 1.1). This model can be
viewed in two stages: the development stage on the right hand side, and the adaptation stage on the left-
hand side. In section 3.1 we presented various SBA life-cycles and compared them with the reference
life-cycle model. It is noticeable that each of these can cope with the development of a service, but we
question whether the adaptation phase is identified and included in these models. What became evident is
that the life-cycle of the reference service model clearly requires an additional adaptation phase and what
is needed from our S-Cube research project is the development of processes for that phase. However, we
also need to ensure that the requirements engineering, design, construction, deployment, provisioning,
operation and management phases take the potential adaptation of services into account. Furthermore,
special provision has to be taken for cross-phase issues like service governance, SBA quality assurance,
service discovery and SLA negotiation between service providers and consumers.

The following chapter discusses more traditional software engineering techniques, and which lessons
can be drawn from them for the purposes of SBA engineering.
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Figure 3.15: The Service Level Agreement negotiation diagram
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Chapter 4

Knowledge Model for Relevant Areas of
Software Engineering

This section focuses on building a KM of non SOA-specific software engineering, covering “classical”
design and development methodologies and issues, some of which have been established as industry-
wide accepted standards in the last decades. In order to scope the discussion, and avoid diverting from
the goals of this deliverable, the methodologies that were selected to be added to this KM have been
chosen on the basis of their applicability or relation with SBA engineering as evidenced by the existing
research in the respective field. In that sense, the presented issues are not explicitly mapped to the phases
of the life-cycle of Figure 1.1; the actual identification and analysis of these mappings is part of the
following deliverables in this workpackage.

More specifically, Section 4.1.1 presents established methods and theories for software process qual-
ity and assurance, continuing the discussion on SBA quality assurance that was initiated in the previous
chapter. Furthermore, Section 4.1.2 discusses the predecessor of service orientation, i.e., the component-
based paradigm; Section 4.1.3 provides some insight into the issue of legacy system re-engineering and
how it affects SBA engineering. Consequently, Section 4.1.4 discusses the issues of software mainte-
nance and evolution and how they are related to SBA adaptation. Finally, Section 4.2 summarizes some
of the dominant methodologies for business processes in order to illustrate the challenges and expecta-
tions for any SBA methodology that has to be applied in the Business Process Management area.

4.1 Classical Software Engineering

4.1.1 Software Process Quality

Software quality within software engineering is often considered to be only testing. However, the soft-
ware process community argues that quality should be built into a product, not just ’tested for’ at the end
of the development process. In this section we discuss the overall concept of software process quality.

Humphrey [87] defines a software process as “the set of tools, methods and practices we use to pro-
duce a software product”. Paulk et al. [88] expand this definition to “a set of activities, methods, practices
and transformations that people use to develop and maintain software and the associated products”.

When organisations consider their software process it is usually with a view to improving that process
to improve the quality of their product. As an example, improvement of the process can be based on the
Plan-Do-Check-Act cycle which is a common technique used in manufacturing quality improvement
strategies as shown in Figure 4.1. To be useful, the improvement must be continuous, and the process
continually assessed. Specific cycles are stated within some of the process models.

The purpose of implementing software processes within an organisation is to improve the quality
of the final product through building in quality throughout the process rather than discovering, either at
testing phase or following release, that there are problems with the product.
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Figure 4.1: Plan-Do-Check-Act for Software Process

There are many proprietary process improvement and assessment frameworks used in industry. Such
frameworks normally contain process areas within which specific practices are performed. Two interna-
tionally recognised models are ISO/IEC 15504 and the Capability Maturity Model Integrated (CMMITM)
[89, 90]. ISO/IEC 15504 is designed so that other process models can be ratified by the ISO standard.
For organisations using CMMI, for example, they can demonstrate a maturity level with respect to both
CMMI and within ISO/IEC15504. In the following section, to illustrate the meaning of a process area,
we chose to discuss those process areas within the Capability Maturity Model Integrated as within CMMI
Version 1.2 [90].

Process Management areas contain the cross-project activities related to defining, planning, deploy-
ing, implementing, monitoring, controlling, appraising, measuring, and improving processes. More
specifically they are:

Organizational Innovation and Deployment is designed to ensure that incremental and innovative im-
provements improving the organisation’s processes and technologies are implemented.

Organizational Process Definition requires that the process is developed and defined within the orga-
nization.

Organizational Process Focus ensures that process improvements are planned and implemented based
on an understanding of the strengths and weaknesses of the organisation’s process and process
assets.

Organizational Process Performance establishes and maintains a quantitative understanding of the or-
ganisation’s process, focusing on quality and process-performance objectives.

Organizational Training is focused on the development of skills and knowledge of people.

Project Management process areas cover the project management activities related to planning, mon-
itoring, and controlling the project. They are:

Integrated Project Management establishes and manages the project and stakeholders according to a
defined process.

Project Monitoring and Control is undertaken to ensure that corrective actions can be taken if and
when required.
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Project Planning establishes and maintains plans that define project activities.

Quantitative Project Management ensures that the project achieves quality and process-performance
levels through quantitative measures.

Risk Management allows the organisation to identify potential risks, and to implement a strategy to
mitigate these risks where possible.

Supplier Agreement Management manages the acquisition of product from suppliers.

Engineering process areas cover the development and maintenance activities that are shared across
engineering disciplines and are:

Product Integration ensures that the product’s sub-components are integrated correctly to provide a
final working product.

Requirements Development ensures that customer, product and component requirements are produced
correctly.

Requirements Management manages the requirements of the product and components, ensuring that
they are consistent with the project plans and the work products.

Technical Solution enables the design, development and implementation of solutions to requirements.

Validation allows the organisation to demonstrate that a product or component fulfils its intended use
in its intended environment.

Verification ensures that the work products meet the requirements.

Support process areas cover the activities that support product development and maintenance. The
Support process areas address processes that are used in the context of performing other processes. They
are:

Causal Analysis and Resolution allows the organisation to identify the causes of defects in products
and to prevent their re-occurrence.

Configuration Management implements configuration identification, configuration control, configura-
tion status accounting and configuration audits.

Decision Analysis and Resolution enables the analysis of possible decisions against a formal evalua-
tion process.

Measurement and Analysis enables the development of a measurement capability which supports man-
agement information needs.

Process and Product Quality Assurance involves evaluating performance of process and process as-
sets against pre-defined standards and ensuring that non-compliance issues are addressed.

While there have been arguments that implementing planned processes decrease rather than increase
the efficiency of the software development process [91, 92, 93] there is also evidence that there have been
increases in productivity and efficiency due to the implementation of planned processes [94, 95, 96, 97,
98].

Agile Development is a software process which has gained recognition in recent years. Having
introduced concepts such as Scrum, Test Driven Development (TDD) and Extreme Programming (XP),
it is distinctly different. The agile approach thrives on the lack of stable requirements and uses small
self-managed teams to frequently produce reliable software that meets customer requirements.
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The reported success of the use of agile development was instantaneous [99]. Key benefits reported
include the faster delivery of higher quality products that better matched customer requirements due to
their close involvement throughout the project. Leszak et al. [100] have argued that the transition to
agile methodologies was initiated as a way of achieving a positive return on investment in quality early
in the development life cycle. However, not all reports of these agile development techniques described
positive experiences [101]. Despite the fact that they are “simple” and “quick” [102], most are very
difficult to get right and require extensive training, discipline and managerial support.

The ever increasing number of agile methods that are available also presents a problem: not every
technique is suitable for every type of project. This factor must be given serious consideration before a
specific development methodology is chosen for a project.

When researching software process within S-Cube, our interest is in establishing how software qual-
ity assurance can be implemented during the development of services. In particular, we are interested in
markets which require specific processes to be in place.

We have noted that, in particular industries, such as the Medical Device industry, through governance
by the Food and Drugs Administration (FDA) and International Standards Organisation (ISO), and the
Automotive industry, who follow Automotive SPICE (derivative of ISO/IEC 15504), documented pro-
cesses are still required. The Financial sector has also commenced an initiative to implement Banking
SPICE as they also have to deal with regulations such as Sarbanes-Oxley.

While there may be an argument for service developers not to consider the implementation of soft-
ware processes due to their restrictiveness, the community needs to consider that software development
within specific industries such as those mentioned above is a growth area. For example, the cycle on
the right-hand side of Figure 1.1 does not currently exist within software engineering process models,
and, therefore, existing models need to be developed to ensure that service-based software can be used
successfully within the regulated industry. In doing this, organisations can work on becoming players
within these markets and software developers need to become process aware, seriously considering how
quality can be improved through the implementation of software processes for services.

Quality Assurance

Software process models are designed to ensure that the quality of the product is built in from the start
of software development, therefore, in this section, we discuss further the service life-cycles already
discussed in section 3.1 from the perspective of software engineering quality. It is imperative that, for
the future, as services move into regulated industry in particular, good quality assurance systems are
implemented. While there are a number of such quality models available we chose to look specifically
at the Capability Maturity Model IntegratedTM(CMMITM[90]) as it is an accepted exemplar containing
process areas relevant to the development of systems and software. The CMMITMcontains twenty-two
process areas which focus on Process Management, Project Management, Engineering and Support Pro-
cess. While it is imperative that the Engineering process areas are implemented successfully to develop
product, it is equally important that, for a quantitatively-managed, defined and repeatable life-cycle,
process areas under the other three headings are also implemented.

1. The SLDC appears to cover all the aspects of the CMMI technical solution process areas but seems
lacking in some of the other process areas of the model, such as project management and process
management.

2. In order to compare the RUP for SOA framework to the CMMI capability model we will first
have to look at its components. The RUP framework consists of nine disciplines, six engineering
disciplines and three support disciplines. The engineering disciplines are Business Modelling, Re-
quirements, Analysis and Design, Implementation, Testing and Deployment. The remaining three
support disciplines are Configuration Management, Project Management and Development Envi-
ronment. When we compare the RUP for SOA to the CMMI model, the RUP for SOA activities
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work flow seem to cover the majority of the CMMI process areas. The RUP model however, does
not implement most of the support process areas or some of the important project management
processes such as Supplier Agreement management. In a survey carried out by the Software Engi-
neering Institute, there was a comprehensive comparison made between RUP and CMMI, which
highlighted some of these weaknesses [103]. [104] discusses the implementation of new process
elements that allow RUP to overcome these weaknesses.

3. When we compare SOMA and CMMI it is evident that SOMA puts sufficient emphasis on an
organisation’s processes and it also covers the software’s engineering processes in detail. SOMA
does not however put a lot of emphasis on project management or the support processes required
to deliver software.

4. The comparison between SOAD and CMMI bears resemblance to the comparison between CMMI
and RUP for SOA. SOAD puts a lot of emphasis on process management and SOA engineering
processes; however there are still gaps in the support process and project management aspects. In
addition to that, the fact that SOAD is not yet fully defined as a process for delivering quality SOA
based applications, makes it appear even further from being able to provide compatibility with the
CMMI model.

5. When we compare ASTRO and CMMI, we can see that the ASTRO tools are primarily focused
on using business process input in the form of BPEL to generate a technical solution. The WS-
animator tool, which is an EclipseTMIntegrated Development Enjoinment plug-in, can be used in
order to visually execute the business process. This can be used to verify and validate the generated
business process. The ASTRO methodology makes no attempt to provide support processes or
project management techniques.

6. Many aspects of the BEA lifecycle are compatible with the CMMI model. The BEA lifecycle
also contains many SOA centric components that cannot me measured using the CMMI. The BEA
lifecycle describes in detail the processes around creating, composing and reusing service compo-
nents. This however seems at the expense of describing a lot of the CMMI key process areas in
the process management, project management and support process disciplines.

Summary of Lifecycles vs. CMMITM

All of the lifecycles we have looked at appear to have been developed with varying goals in mind. Some
of the lifecycles such as RUP for SOA and the BEA lifecycle make attempts to cover all of the required
lifecycles stages to analyse, design, build, test, deploy and monitor service based applications. On the
other hand, the ASTRO life cycle focuses on combining and orchestrating third party web services.
Figure 4.2 shows the varying levels of CMMI compatibility that exists between each of the life cycles
and CMMI.

At a glance it appears that most of the life cycles are more focused on the technical engineering
process areas than any of the other process area. In order to make these lifecycles more compatible with
the software engineering view of quality they will need to focus more on the areas of support and project
management in particular. In addition, direct implementation of a software process model such as the
CMMITMinto services development does not take into account the left-hand side of the reference lifecycle
shown in Figure 1.1. Software process models will need to be adjusted to cope with the adaptation phases
of the reference life-cycle. This will be an interesting area of research within the S-Cube project.

4.1.2 Component-Based Software Engineering

In the world of software engineering, software reuse has long been one of the major issues; it is seen
as the key for increased productivity, improved reliability, and ease of maintenance. The development
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Figure 4.2: SBA Lifecycles vs. CMMI

of software starting from existing components draws on analogy with the way that hardware is designed
and built, using “off-the-shelf” modules. In fact, Component-Based Software Development (CBSD)
approach is based on the idea to develop software systems by selecting appropriate off-the-shelf com-
ponents and then to assemble them with a well-defined software architecture. The process leading to
component based systems is integration-centric rather than development-centric. The idea behind the
engineering concept is that components can easily be reused in other systems since they are autonomous
units, free of the context in which they are deployed. Components are black box, providing an external
interface to their functionality hiding all internal details. CBSD aims to reduce development cost and
time to market since ready-made and self-made components can be used and re-used. These Commer-
cial Off-The-Shelf (COTS) components can be made by different developers using different languages
and different platforms.

The idea behind CBSD makes the life cycle and software engineering model of CBSD much different
from that of the traditional ones. Component-based software systems are developed by selecting various
components and assembling them together rather than programming an overall system from scratch;
thus the life cycle of component-based software systems is different from that of the traditional software
systems. Boehm et al. [20] retain that both the waterfall model and the evolutionary development are
unsuitable for COTS-based development. Since in the waterfall model requirements are identified at an
earlier stage and the COTS components chosen at a later stage, it’s likely to choose COTS components not
offering the required features. The evolutionary development on the other hands assumes that additional
features can be added if required. However, COTS components cannot be upgraded by one particular
development team. The frequent lack of code availability hinders developers to adapt them to their needs.
Therefore, Boehm et al. proposed that development models which explicitly take risk into account are
more suitable for COTS-based development than the traditional waterfall or evolutionary approaches. A

External Final Version 2, Dated 29 May 2009 43



S-Cube
Software Services and Systems Network Deliverable # CD-JRA-1.1.2

possible life cycle of component-based software systems consists of the following activities:

• requirements analysis;

• architecture selection, creation, analysis, and evaluation;

• component evaluation, selection, and customization;

• integration;

• system testing;

• and software maintenance.

The focus of CBSD is on composing and assembling components often developed separately, and even
independently. Component identification, customization and integration is a crucial activity in the life
cycle of component-based systems; component selection addresses the issue of browsing and individ-
uating the component to use satisfying the desired functionality. The selection of COTS products is a
challenging process that utilizes and generates a lot of information, aiming to find software components
among the components that are previously built. When the number of component grows, the complexity
of the choice becomes greater. Hence, management of the existing components is required. For COTS
selection activity, information repositories play a crucial role; repositories contain the object code of the
components, and they should have features that allows for convenient access to reusable components
and provide reuse functionality such as selection, analysis, adaptation, test, and deployment. Lee et al.
[105] proposed a component repository for facilitating EJB (Enterprise JavaBeans) component reuse.
An EJB component is available as class files packaged in a Java ARchive (JAR) file. The class files
contained in the JAR are separated into interfaces and beans. The beans are designed to execute their
business logic through their interfaces. Among the component infrastructure technologies that have been
developed, three have become somewhat standardized: OMGs CORBA, Microsoft’s Component Object
Model (COM) and Distributed COM (DCOM), and Sun’s JavaBeans and Enterprise JavaBeans.

Issues in the use of Components Software

Component users develop component-based systems by integrating their applications with independently-
developed components. Typically, the source code of the components is not available to the component
users. Consequently, traditional program analysis and techniques requiring access to the source code,
such as alias analysis, static analysis, control dependence computation, and testing techniques, such as
data flow, cannot be applied. One way to perform the analysis without the source code is to analyze
relations that hold in the components and the relations caused in the application by the code in the com-
ponents, but unfortunately these analyses are often too imprecise, and therefore useless. It’s interesting to
notice that the use of high quality components doesn’t guarantee the quality of the resulting component
based system, but its quality depends on the quality of its components and the framework and integration
process used. Hence, techniques and methods for quality assurance and assessment of a component-
based system would be different from those of the traditional software engineering methodology [106],
requiring adaptation to this context. The Quality Assurance (QA) of the overall system is a critical issue:
it is important to certificate the quality of a component and the quality of software systems based on com-
ponents. To this aim Cai et al. [107] proposed a QA model for component-based software development,
which covers both the component QA and the system QA as well as their interactions. One problem that
CBSE currently faces is the lack of a universally accepted terminology. Even the most basic entity, a
software component, is defined in many different ways; it would be useful to have a clarified and unified
terminology. To this aim Lau et al. [108] proposed a taxonomy of component models (JavaBeans, EJB,
COM.).
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CBSE and SBAs

SBAs are developed composing available functionalities exposed by the services; in this context services
can be considered very similar to a reusable components, and approaches developed in CBSE could
be adapted to services. However, service-oriented architectures introduce some important issues that
need to be considered: in a service-oriented scenario, users acquire just the use of a service without
integrating physically it in their applications . Each service of a service-based system ideally represents
a component executing a business task and provides an interface that is invoked through a data format
and protocol that is understood by all the potential clients of that service. Services can be distributed
across organizations and can be reconfigured into new business processes as organizations evolve. Users
can discover a Web service by querying a service registry and retrieving the service description of the
service they want. The service description contains enough information for the service requestor to
bind to the service he wants to use. While in the component repository the physical component is
contained, in the service registry only the description of the service is contained: using a service means
invoking it and not owning it. Another important difference is about the composition. While component
composition is made assembling component using connectors or glue code, service compositions are
obtained composing the service descriptions. Consequently, since services are bound only at runtime,
the realization of service composition is known only at execution time [109].

4.1.3 Legacy Systems Re-Engineering

Legacy systems constitute the enterprise’s heritage of software and hardware systems. Often, legacy
systems are relatively old, mainframe-based systems that were optimized to accommodate the memory,
disk, and other operational constraints of archaic software and hardware platforms. A vast majority
of them is older than twenty years and written in COBOL, PL/I or Assembly/370 using transactions
management systems like Customer Information Control System (CICS), although this certainly does
not have to be the case.

Legacy systems pose an Amphitryon dilemma for enterprises. On the one hand, enterprises perceive
them as bottlenecks to implement new or reinvented business processes as they are notably hard to adapt
to new business requirements. Disruptions to these systems, even those as short as a couple of seconds,
may cause catastrophic losses. On the other hand, legacy systems typically lock valuable, and in many
cases indispensable, business knowledge. This business knowledge contains not only explicit knowledge
about business processes, policies and data that is codified in a shared formal language, but also tacit
knowledge that is employed implicitly to smoothen daily business operations (e.g., know-how).

Devising a balanced strategy for handling legacy systems and (re-)aligning them with new process
requirements has proven a particularly challenging issue. Over the past decades, a number of strategies,
methodologies and tools have been touted by the industry as the next silver bullet to overcome the legacy
dilemma, ranging from non-intrusive approaches such as screen scraping and legacy wrapping, to more
invasive ones like grafting new designs into the outdated parts of the architecture of legacy systems.

Approaches for dealing with Legacy Applications

The following evolution strategies have been proposed during the past decades ([110], [111], [112],
[113]): maintenance, modernization, replacement and phase-out. The impact of these strategies on the
enterprise applications ranges from minimal to large: maintenance activities entail a contained type of
evolution implying marginal changes and extensions, whilst phasing-out is the most disruptive approach
involving retirement of (parts of) the legacy systems.

These strategies can be classified as follows:

Continued Maintenance This evolution strategy is applicable in case a legacy system is still relatively
well-functioning. As no intrusive changes are accompanied with this strategy, it is by far the most optimal
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category of legacy evolution strategies from a cost and risk perspective.
Continued maintenance involves nurturing the application without making fundamental changes to

the code and breaking its underlying architecture. The strategy basically comes in three variants ([112],
[111]): adaptive maintenance, corrective maintenance, and perfective maintenance. Adaptive mainte-
nance pertains to making minor changes in the system’s functionality to ensure that it stays in flux with
new business requirements. Besides these activities, maintenance activities can be directed towards elim-
inating fixed errors in the code (corrective maintenance), and optimizing the code for both the functional
and the non-functional requirements (perfective maintenance).

Modernization Modernization through service-enablement of legacy applications and/or repository
systems usually becomes desirable after several years of continued maintenance, weakening the technical
quality, e.g., flexibility, of the legacy systems.

Basically, legacy system modernization can be achieved in two orthogonal manners. Firstly, legacy
system may be renovated by firstly packaging them as services (encapsulation), and subsequently inte-
grating it with new applications. Some authors refer to this approach to as access/integration in place
[114], or black-box modernization [111]. The second, fundamentally different, way of modernizing
the legacy system is to transform it into a new service-enabled application. Transformation requires
a detailed understanding of the legacy system to allow legacy code and data to be converted, whereas
integration merely demands abstract knowledge about the external services of a legacy system to inte-
grate them with modern system components. Hence, transformation is considered to be an invasive, and
integration a non-invasive strategy.

In particular, transformation of legacy systems constitutes moving a source (the legacy system) to
a new, target application. As such, transformation involves the examination and reconstitution of an
enterprise information system according to state-of-the-art engineering techniques. Transformation may
be realized with (a combination of) several techniques, including: source code translation, program and
data restructuring, reverse engineering, and re-targeting. Source code translation involves transforming
old code into a new version that is written in another, contemporary programming language, or a newer
version of the same language. For example, systems may be converted from COBOL-II into Object-
Oriented COBOL [115]. Program restructuring refers to correcting structural flaws to the code, e.g.,
infinite loops in code whilst data restructuring involves refreshing the data-structure of legacy data files
and/or databases. Reverse engineering entails the recovery and analysis of a legacy system to extract
an abstract description of the system components and their relationships. Lastly, re-targeting of legacy
systems constitutes the transformation of the systems to another platform. An in-depth treatment of these
transformation techniques falls outside the scope of this report, but may be found in [116].

To implement the encapsulation and integration strategy it suffices to re-create shallow understanding
of the abstract services that are offered by legacy systems, databases or user interfaces. In particular,
legacy applications and database repositories may be encapsulated and accessed using adapters, allowing
new application components to co-exist with encapsulated legacy systems. Screen scrapers constitute an
encapsulation technique to reface archaic, mostly textual, user interfaces.

Replacement Replacement implies rebuilding an application from scratch. Assembling third party
components, customizing standard packages (e.g., ERP solutions), in-house development or a mixture of
these development practices may be employed to realize this strategy.

Despite the fact that this strategy may at first sight seem very attractive to management as it holds the
promise of one shared corporate data model using the newest technologies and leads to a fast discontinu-
ation of redundant applications and repository systems, practice has taught that the replacement strategy
bears large risks and many unpredictable pitfalls. Firstly, costly and complex data and code conversions
have to be made in order to save past investments in legacy systems. Avoiding expensive downtime of
the existing enterprise application is often a difficult hurdle. Secondly, upfront it is usually not possible
to guarantee that the new system will outperform the existing application in terms of both functionality
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and extra-functional properties such as security and robustness (transactions). Nascent technologies may
at first seem to offer tantalizing possibilities, but may not yet be ready for prime-time implementations.

Phase Out The most rigorous enterprise application approach possible is to discontinue the enterprise
application. This imposes the supporting business process also to cease to exist.

Service-enabling Legacy Applications

A key challenge of service design is to be able to resurrect and rehabilitate preexisting enterprise assets
into modern services that can smoothly operate with novel business processes. In that sense, service-
enabling legacy application falls under the category of modernization, as discussed in the previous sec-
tion. Nevertheless, the challenges and opportunities created by the introduction of SOA into the en-
terprise level require further examination of the interaction between legacy systems and services. In
particular, service enablement of these systems can be achieved through two key techniques:

Firstly, redevelopment requires re-engineering the existing asset from scratch, which is unfortunately
in many cases a too expensive and risky endeavour, if not unfeasible. This is especially the case for legacy
systems that should be modernized into service-oriented systems, having critical characteristics such as
continuous availability. Wrapping is a technique to surround existing data, programs and interfaces with
new interfaces. Wrapping entails a rather popular approach towards modernization since it is conceptu-
ally simple, requiring limited development costs and preserving past investments in pre-existing assets.
On the downside, it unfortunately comes with some serious drawbacks such as decreased performance
and architectural erosion. Therefore, wrapping as a legacy modernization should be applied carefully,
preserving the architecture and maintaining the overall quality of the migrated system. Still, wrapping
techniques can be successfully applied, e.g. to export the functionalities of interactive systems towards
SOAs [117].

The second modernization technique involves migration of the legacy system into an updated and/or
extended target software (application) system designed, architected and coded in a modern development
and deployment environment. Migration of legacy software has caught a lot of attention in the research
and industrial community. E.g., an approach tailored for the migration of supervisory machine control
architectures has been presented in [118]. Model-driven architecture migration is defined by transforma-
tion rules in terms of patterns associated with the source and target meta-models. Further work at the
architecture level, but aimed at the migration towards web-based systems is provided in [119]. Further
examples are [120, 121]. These approaches are mainly based on implementation-level architecture re-
construction and/or on the documentation of the technical solution. These techniques assume that the
architectural decisions, drivers and rationale are directly accessible by asking people. Unfortunately,
and especially for legacy systems that live for decades, have deteriorated, and lack any documentation,
such invaluable know-how is either forgotten or has left the company [122]. The necessary know-how
must be rebuilt, and existing legacy components must be analyzed in a disciplined way to assess if their
functionality can be successfully exposed as services [123].

In current business practices, modernization of pre-existing enterprise assets is leveraged with SOA
by placing a thin SOA/WSDL veneer around them, while leaving the underlying code and data un-
touched. Though this may work for simple and small enterprise applications, this is by no means suffi-
cient for developing large-scale, industrial applications. Unless the existing enterprise assets are naturally
suitable for use as a Web service – and most are not – it takes serious thought and redesign to properly
deliver an enterprise assets functionality through a Web service.

In ([124], [125]), a meet-in-the-middle legacy modernization methodology is introduced that allows
to selectively integrate those parts of legacy applications that are still in line with the modern business
policies and objectives, while constructing new services that are not sufficiently supported by existing
enterprise assets in general, and legacy applications in particular. The suggested SOA-enabled method-
ology combines forward engineering of service-enabled business processes with reverse engineering of
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legacy applications, for the purpose of selective encapsulation/integration. This methodology, named
BALES, has been validated and explored by a comprehensive case study that has been drawn from a
real-world project at the Dutch Department of Defense that integrated fragments of an existing propri-
etary material resource planning package into a modern service-enabled application.

4.1.4 Evolution and Maintenance

In the lifecycle of software the development of the first version is only a minor part: evolution and
maintenance cover the majority of the software lifecycle. System maintenance is the process of providing
service and maintenance activities needed to use the software effectively after it has been delivered.
The objectives of system maintenance are to provide an effective product or service to the end-users
while correcting faults, improving software performance or other attributes, and adapting the system to a
changed environment. All changes for the delivered system should be reflected in the related documents.
Lientz and Swanson [126] categorized maintenance activities into four classes (the classification is in the
Standard IEEE 610.12[67]):

Adaptive adapting software to changes in the software environment

Perfective managing new or changed user requirements

Corrective fixing errors

Preventive preventing problems in the future

Only corrective is ’traditional’ maintenance, the others can be considered software ’evolution’. Often,
new technologies are proposed and introduced without consideration of what happens when the software
has to be changed. If such innovations are to be exploited successfully, the full lifecycle needs to be ad-
dressed, not just the initial development. For example, object oriented (OO) technology was considered
to be ’the solution to software maintenance’ [127], but empirical evidence shows that OO created its own
new maintenance problems, and has to be used with care (e.g. by keeping inheritance under control) to
ensure that maintenance is not even more difficult than for traditional systems.

Evolution and Maintenance in CBSE

Development of a software system from commercial components involves new issues in maintenance,
evolution, and management system. Component-based systems must deal evolving user requirements,
react to failures in the system or to changes in the operation environment, and managers must be able
to monitor and control the deployed system. Traditional maintenance involves observing and modifying
lines of source code. However, in component-based systems, the primary unit of construction is often a
black-box component; the custom developed source code is typically used to tailor the components and
integrate them together: maintenance of these systems is restricted to reconfiguring and reintegrating
components. Wu and Offut [128] proposed the use of UML diagram, for corrective maintenance of
component based software, to represent the changes on a component. The research of Casanova et
al. [129] illustrates the use of multi-dimensional libraries to manage the versions; moreover to track
the dependecies among the components in a system is proposed to use a configuration model; the use
of metrics on the models and the documentation for the component is a support for maintenance and
evolution of the components. One of the advantages of using components is that their cost is amortized
over many users. Although this provides many advantages, it also means that the system builder is just
one of many voices requesting changes or modification to the underlying components. When building
a component-based system, system builders must consider maintainability and evolvability during two
important phases of construction. The first is during evaluation and selection because the components
used to build the system directly impact the maintainability of the system. The second phase is the design
of the component infrastructure. The approach used to integrate components determines the flexibility
of the system, which directly impacts its evolvability.
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Evolution and Maintenance in SOA

Service oriented systems differ from traditional systems so new issues have to be addressed in mainte-
nance and evolution activities. Service oriented systems are applications satisfying the needs of a wide
variety of customers and businesses. Examples of their use may be found in B2B and B2C applications,
e-learning, and so on. Web services are highly vulnerable and subject to constant change. Hence, they of-
fer a novel challenge to software engineering. From the evolution and maintenance perspective, there are
many things that must be examined. The diversity of service provider and consumer often using different
programming languages in their applications, the presence of third party services, the high dynamicity
of the environment and the shorter cycle releases needed to react to changing business needs open new
challenges in the process of maintenance and evolution. In particular, since a service may be shared by
different consumers, it must have been identified the responsible for the maintenance, moreover could
be happen that different requirements are desired from different business unit. In a service-oriented sce-
nario, users just invoke a service, without having control on it. So, the service provider can decide to
maintain the service, and the user could not be aware of that. For example if inputs and outputs are
not affected, the service provider could add new features without advertising the changes. However, the
change made could alter the service behavior. Moreover, the service provider could optimize the source
code of the service causing a variation in the service’s non-functional properties. An optimization could
improve a non-functional property while worsening another; even an improvement of some Quality of
Service (QoS) attributes (e.g., the response time) may not be desirable since it may cause unwanted ef-
fects in the whole system behavior. Moreover, any optimization could introduce faults, thus varying the
service functional behavior as well.

Obviously the maintenance process has to be slightly adapted to manage investigation of problems
and impact analysis which have made across several collaborating applications belonging to different
organizations. For example corrective maintenance has in SOA different implications: when an error
occurs in a service based application, a maintenance activity could be the selection of a different service
in the composition, but this could not be desirable by all the users. Moreover, while roles that are
derived from the standard maintenance offer a starting point, a number of tasks in SOA environments are
different from those of traditional maintenance tasks and therefore require a different set of roles. Kajko
et al. [130] proposed to create a new role of a service owner responsible for evolving and maintaining
high level Web services. Finally, it must be considered that the failure of a web service may affect
the productivity of other organizations. To this aim Kaijko et al. [130] proposed a general framework
(SERVIAM Maintenance Framework) for evolving and maintaining Web services.

Adaptation and Evolution

Evolution is related to the adaptation aspects: adaptation is a process of modifying Service-Based Ap-
plication in order to satisfy new requirements and to fit new situations dictated by the environment on
the basis of Adaptation Strategies designed by the system integrator. If an application is designed to be
adaptable, adaptation can be fired by user requirement changes or environment changes without requir-
ing change in the source code. Evolution on the other hand in the context of SBAs [7], refers to the
continuous process of development of a service through a series of consistent and unambiguous changes
(created by adaptation or the environment of the SBA), expressed through the creation and decomission
of different versions of the SBA (see also deliverable CD-JRA-1.2.2 [34] for further discussion on the
relationship between adaptation and evolution).

4.2 Business Process Methodologies

A business process methodology is a formal and structured description of a comprehensive approach to
organizing companies around processes that can be applied to the incremental design and improvement
of business processes. An important characteristic of a business process methodology is that it focuses

External Final Version 2, Dated 29 May 2009 49



S-Cube
Software Services and Systems Network Deliverable # CD-JRA-1.1.2

only on the design or improvement of a business process, and on measuring processes and redefining
processes and not on the development of a software system. A business process methodology is used
for business process centric projects ranging from incremental process improvement to full functional
transformation.

There are several established business process methodologies, which include the Rummler-Brache-
PDL Methodology [131], the Define, Measure, Analyze, Improve, and Control methodology http:
//www.isixsigma.com/me/dmaic/ and the various methodologies of the various vendors, e.g.
ARIS which is heavily focused on software development, but it is also widely used by business process
analysts, especially when they are working on company ERP-centric projects.

4.2.1 DMAIC Methodology

Probably the best known and most widely used methodology is Six Sigma’s DMAIC (Define, Measure,
Analyze, Improve, and Control) which is widely used by Six Sigma practitioners today. The five steps
of the DMAIC methodology are briefly described below:

Define During this first step in the DMAIC methodology, it is important to define specific goals in
achieving outcomes that are consistent with both an organizations customer’s demands and with
its own business’ strategy. In essence, you are laying down a road map for accomplishment.

Measure In order to determine whether or not defects have been reduced, base measurement is needed.
In this step, accurate measurements must be made and relevant KPIs must be collected so that
future comparisons can be measured to determine whether or not defects have been reduced.

Analyze Analysis determines the relationships and the factors of causality. When trying to understand
how to fix a problem related to a business process, cause and effect is extremely necessary and
must be considered.

Improve Improvement relies on upgrading or optimizing an organization’s business processes, based on
measurements and analysis that can ensure that defects are lowered and processes are streamlined.

Control This is the last step in the DMAIC methodology. Control ensures that any variances stand
out and are corrected before they can influence a process negatively by causing defects. Controls
can be in the form of pilot runs to determine if the processes are capable and then, once data are
collected, a process can transition into standard production. However, continued measurement and
analysis must ensue to keep processes on track and free of defects below the Six Sigma limit.

All steps rely on analysing each new business process as if it were unique. One begins by defining the
scope of the process to be analysed, and then proceeds to decompose the process, identifying its major
sub-processes, and then the sub-processes of those, identifying their major activities, and so on down to
whatever level of granularity the designer chooses. Once the process is laid out in detail, the business
analyst usually considers how to change it.

4.2.2 Supply Chain Operations Reference Methodology

A second-generation approach to business process redesign began to emerge a few years ago. This
approach was proposed by the Supply Chain Council www.supply-chain.org who combined the
expertise of supply-chain professionals across a broad cross-section of industries to develop best-in-class
business practices and design a specific methodology tailored to the analysis of supply chain processes.
Second generation software is usually tailored for specific industries or niche markets. The SCC named
this second generation methodology the Supply Chain Operations Reference (SCOR) Framework [132].
SCOR is a business process methodology built by, and for, supply chain analysis and design. SCOR
is a cross-industry, standardized, supply-chain reference model that enables companies to analyze and
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improve their supply chain operations by helping them to communicate supply chain information across
the enterprise and measure performance objectively. SCOR also assists enterprises with identifying
supply chain performance gaps and improvement objectives and influences the development of future
supply chain management software. SCOR provides standard definitions of measures and procedure for
calculating the metrics. SCOR as a business process reference model contains [133]:

• Standard descriptions of management practices.

• A framework of relationships among the standard processes.

• Standard metrics to measure process performance.

• Management practices that produce best in class performance.

• Standard alignment to features and functionality.

The SCOR model depicts the supply-chain from a strategic perspective. It profiles the enterprise-
wide business scope, it establishes the process boundaries, and it portrays the interrelationship of activ-
ities within the SCOR structure. This end-to-end business process model includes the primary activities
by which business partners provide exceptional service to their customers, and it serves as a navigational
tool and starting point to access all lower-level workflow models. The SCOR model consists of five basic
processes: Plan, Source, Make, Deliver and Return [132]. In addition to these basic processes, there
are three process types or categories: Enable, Planning and Execute. The SCOR modelling approach
starts with the assumption that any supply chain process can be represented as a combination of the five
basic processes. The Plan process balances demand and supply to best meet the sourcing, manufacturing
and delivery requirements. The Source process procures goods and services to meet planned or actual
demand. The Make process transforms product to a finished state to meet planned or actual demand. The
Deliver process provides finished goods and services to meet planned or actual demand, typically includ-
ing order management, transportation management and distribution management. The Return process is
associated with returning or receiving any returned products.

At the core of the SCOR model comprises four levels of processes that guide supply chain members
on the road to integrative process improvement [132]. These are shown in Figure 4.3. Level 1 describes
supply chain processes at the most general level. It consists of the four key supply chain process types
Plan, Source, Make, and Deliver, and assumes that all supply chains are composed out of these four basic
processes. In other words, complex supply chains are made up of multiple combinations of these basic
processes.

Level 2 defines 26 core supply chain process categories that were established by the SCC with which
supply chain partners can jointly present their ideal or actual operational structure. Level 2 provides
for variations in the Level 1 processes. These are not in fact sub-processes, but variations in the way
the processes can be implemented. Each of the Level 1 processes currently has three variations. In
analysing a process, an analyst first decides that there is a sourcing process (Level 1 process), and then
decides which of three (Level 2) variations of sourcing process it is. For example, in the case of Level
1 Source process, the Level 2 variations are S1: Source Stocked Products, S2: Source Made-to-Order
Products, or S3: Source Engineered-to-Order Product. Figure 4.3 shows all of the four basic SCOR Level
1 processes with current Level 2 variations inside their respective Level 1 process. Each Level 2 process
is further defined by a set of sub-processes or activities that define the basic sequence of steps involved
in implementing the process. In fact, in SCOR, the Level 3 processes are sub-processes of the Level 1
processes, and are the same, no matter the variation. Level 3 provides partners with information useful
in planning and setting goals for supply chain improvement. Processes in the first three levels of the
SCOR framework serve as the foundation for the development of Level 4 processes. Level 4 processes
focus on implementation of supply chain process improvement efforts and are company specific practices
designed to achieve and maintain competitive advantage in the industry. Level 4 processes are beyond
the scope of the SCOR framework.
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Figure 4.3: Levels of SCOR processes (source: [132])

The SCOR methodology is divided in six broad phases:

1. Define the Supply Chain Process: During the first phase existing processes are analyzed. This
effort includes decisions about the number and scope of the supply chain processes to be examined.

2. Determine the Performance of the Existing Supply Chain: Once the existing supply chain process
is scoped, it can use historical data to define how the existing supply chain is performing. In
addition, the performance of a supply chain can be compared with benchmarks to determine how
its processes measure up against similar processes in similar industries.

3. Establish Supply Chain Strategy, Goals and Priorities: Once the performance of an existing supply
chain is determined, business analysts are in a position to consider if the supply chain strategy is
reasonable, and how it might be improved.

4. Redesign the Supply Chain as Needed: SCOR provides tools for identifying problems and gaps
and suggests the best practices used by enterprises within superior supply chains.

5. Enable the Redesign and Implement: Once the design is complete, the redesign must be imple-
mented using software and human performance improvement techniques. Then the new supply
chain must be implemented and data must be gathered to determine if the new targets are met.

The use of a framework-based business process methodology such as the SCOR model is only pos-
sible in cases where a high-level analysis of the processes to be analysed already exists, and where
measures of process success have already been standardized.

4.2.3 Discussion

In general it is possible to divide business process methodologies, such as the ones described in the
previous, into two broad categories:
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1. bottom-up approaches: where analysts focus narrowly on redesigning and improving business
processes, and

2. top-down approaches: where analysts focus more broadly on reorganizing an entire end-to-end
process chain (network) and establishing a context for business process management.

Consider for example the difference between Six Sigma’s DMAIC and the Supply Chain Council’s
SCOR methodology: DMAIC focuses on a single, narrowly defined process - usually a sub-process or
sub-sub-process. The analyst measures the process and proceeds to focus on improving the quality of
the output of the process and there is little focus on how the process fits within the larger context of an
end-to-end process chain, or how the process is managed, or measured and monitored. On the other hand,
the SCOR methodology begins by defining an enterprise’s entire supply chain, comprising an end-to-end
processes. Once the supply chain is defined, measures and benchmarks are applied to determine which
specific business processes within the supply chain would yield the greatest performance improvement
for the supply-chain, as a whole.

4.3 Summary

In the previous sections we presented in brief some of the major approaches in “classical” SE that
have been applied with various degrees of success to SBA engineering. More specifically, we dis-
cussed component-based software engineering since approaches developed for components can be easily
adapted to services. However, SOAs introduce some important issues that need to be considered: the
ownership, physical location, description, discovery, and usage models of a service are drastically differ-
ent than those of a component. Consequently, quality assurance was elaborated on as an important issue
for both SBA and Software Engineering. Essentially, the purpose of implementing planned software pro-
cesses is to ensure the quality of the final product by building in quality throughout the process - rather
than discovering, either at testing phase or after its release, that there are problems with the product.
The need for standardized processes in developing products has also been prevalent in business process
methodologies. The challenges addressed and the solutions proposed in the business process domain
have to be taken seriously into account for the service-based computing domain if the synergy between
them is to be exploited. In addition, due to the wide adoption of SOAs in the enterprise domain, and the
intrinsic relation between business processes and SBAs, SBA engineering should also consider the exist-
ing assets of each organization while providing solutions for leveraging its business processes. Finally,
the service development has a set of implications for system development and maintenance processes, in
particular with respect to the necessity of constant change driven by the shifting business needs they have
to fullfil. There are a number of issues pertaining to the effect of the evolution and/or the maintainance
of SBAs, sometimes with unforseen consequences, to their clients. Despite the existing efforts towards
this direction there are still many questions and challenges to be met in that domain.
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Chapter 5

Discussion on Knowledge Models

In the previous chapters we present two separate knowledge models, one for Software Engineering and
one for Service Oriented Computing. The models presented are not complete in terms of depth and
content, something that is very difficult to achieve within the scope of one deliverable, but they are
nevertheless representative of the key research areas in both fields.

In summary, chapter 3 classified Service Oriented Computing methods, techniques and tools accord-
ing to a proposed service lifecycle model (Figure 1.1). This model can be viewed in two stages: the
development stage on the right hand side, and the adaptation stage on the left-hand side. We also dis-
cussed (in summary) the various SBA life-cycles. It has to be noted that each of these can cope with the
full-blown development of a service, but due to the fact that the life-cycle of the service model clearly
requires an adaptation phase we questioned whether the adaptation phase is identified and included in
these models. In addition to that, we also need to ensure that the requirements, design, construction, de-
ployment, provisioning, operation and management phases take the potential adaptation of services into
account when they are being undertaken in the first place. Furthermore, there are governance, quality
assurance, discovery and SLA negotiation issues that need to be considered, and these also need to be
included in the life-cycle model.

Two major conclusions can be drawn after the presentation of the various life cycle methodologies:

1. Almost all methodologies have phases that correspond to right hand cycle of Figure 1.1. In that
sense, our proposed life cycle is a fit model for representing the various stages of the service life
cycle.

2. Most of the existing methodologies lack either partially or completely in providing for the left hand
part of our life cycle, i.e., the adaptation phases of the SBA. This creates a number of opportunities
in research towards that direction.

Chapter 4 on the other hand presented in brief some of the major approaches in classical software en-
gineering that have been applied with various degrees of success to SBA engineering. We discussed some
of the key contributions towards establishing the latter domain, building on the knowledge established by
the former (domain). One of the most obvious candidates towards this direction is CBSE (component-
based software engineering) due to the fact that services are the evolution of (software) components,
and approaches developed in CBSE can be easily adapted to services. However, SOAs introduce some
important issues that need to be considered: the ownership, physical location, description, discovery, and
usage models of a service are drastically different than those of a component.

Quality assurance is an important issue for both SBA and Software Engineering. Essentially, the pur-
pose of implementing planned software processes, following a standard like CMMI or ISO/IEC 15504,
is to ensure the quality of the final product through building in quality throughout the process - rather
than discovering either at testing phase or after its release that there are problems with the product. While
we recognise that there are many valid reasons for not implementing the process models prescribed by
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these standards, there are also efficiencies and increases in quality to be gained in doing so, and, in par-
ticular, there are markets who require planned processes to be in place. For example, the financial sector
has commenced an initiative to implement Banking SPICE as they have to deal with regulations such as
Sorbonnes-Oxley. In any case, SBAs as software artifacts can definitely benefit from lessons learned in
software process quality approaches.

The need for standardized processes in developing products has also been prevalent in business pro-
cess methodologies like the Rummler-Brache-PDL Methodology, DMAIC, SCOR, and vendor specific
methodogies. An important difference though is that business process methodogies focus on the design
or improvement of a business process, and on measuring and redefining processes, and not on the de-
velopment of a software system. Nevertheless, the challenges addressed and the solutions proposed in
the business process domain have to be taken seriously into account for the service-based computing do-
main if the synergy between them is to be exploited. For a further discussion on the beneficial effects of
supporting Business Process Management with SOA solutions, and the usage of SBAs in implementing
business processes, refer to PO-JRA-2.1.1.

In addition, due to the wide adoption of SOAs in the enterprise domain, and the intrinsic relation
between business processes and SBAs, SBA engineering should also consider the existing assets of each
organization while providing solutions for leveraging its business processes. One of the major assets
that have to be taken into account is the legacy systems of the organization, that is the relatively old,
mainframe-based systems that were optimized to accommodate the memory, disk, and other operational
constraints of archaic software and hardware platforms. Devising a balanced strategy for handling legacy
systems and (re-)aligning them with new process requirements is a very challenging issue. A number
of strategies, methodologies and tools have been proposed by the industry, ranging from non-intrusive
approaches such as screen scraping and legacy wrapping, to more invasive ones like grafting new designs
into the outdated parts of the architecture of legacy systems. None of them though proved to be a silver
bullet that could be applied in each situation, and that is a lesson also for SBA engineering: different
approaches in developing and managing SBAs have to be examined, and the criteria based on which
the decision to apply one or more of them have to be investigated. Finally, the service development has
a set of implications for system development and maintenance processes, in particular with respect to
the necessity of constant change driven by the shifting business needs they have to fullfil. There are a
number of issues pertaining to the effect of the evolution and/or the maintainance of SBAs, sometimes
with unforseen consequences, to their clients.

The classical SE methodologies such as the ones that we presented do not directly address three
key elements of an SOA: services, service assemblies (composition), and components realizing services.
These methodologies can only address part of the requirements of service-oriented computing applica-
tions. These practices fail when they attempt to develop service-oriented solutions while being applied
independently of each other. Service-oriented design and development requires an inter-disciplinary ap-
proach fusing elements of techniques like object-oriented and component-based design with elements of
business modeling. The challenge of SOA [6], and of SBA engineering by extension, is to elevate ser-
vice enablement beyond just technology functions. The reality is that an SOA has limited value unless
it encompasses disparate applications and platforms, and most importantly, it moves beyond technology
and is orchestrated and controlled in the context of business processes. Developers need to be offered
a variety of different services and functions that they can combine at will to create the right set of au-
tomated one-of-a-kind processes that can distinctly differentiate themselves from those of competitors.
New processes and alliances need to be routinely mapped to services that can be used, modified, built
or syndicated. In addition, there is also a clear need for SOA design methods that allow an organization
to avoid the pitfalls of deploying an uncontrolled maze of services and provide a solid foundation for
service enablement in an orderly fashion so that Web services can be efficiently used in SBAs.

The following deliverable in this work package will attempt to bridge this gap between the SE
methodologies and the SBA engineering needs by focusing on integrating knowledge from both fields.
Using this deliverable as a starting point, it will compare and coordinate the processes, methodologies
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and techniques presented in isolation here towards identifying the principles and methodologies required
for SBA engineering.
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Appendix A

Knowledge Modeling Technique

The knowledge models described in this deliverable are represented using the syntax of UML class
diagrams. The UML (Unified Modeling Language) was intended as a ”language that is used to specify,
visualize, construct and document the artifacts of a software system” (see [134, p. 3]) and not as a
language for describing knowledge models. Thus, in this section, we define what the UML constructs
mean when being used in our knowledge models. From the rich set of modeling constructs available for
UML class diagrams, we chose the following subset with the meaning described below (see [135] for the
rationale of using UML for knowledge modeling):

• Actors: An actor represents an entity of the application domain having some active role in the
knowledge model. The role an actor has, could be played by a human or even by a system.

• Class: A class is used to document a concept of our knowledge model. Intrinsic properties, i. e.,
properties belonging only to this concept, are modelled as attributes. Mutual properties, i. e.,
properties representing a relation between concepts are represented as associations or aggregations
(for the distinction between intrinsic and mutual properties, please refer to [136, p. 222]).

• Association: An association represents a relation between two (or more) concepts (mutual prop-
erty). The label of the association describes the relation verbally.

• Aggregation: An aggregation is used to model a special relation between two concepts, where one
end of the aggregation denotes the whole and the other end of the aggregation denotes the part.
Aggregations do not have to be labelled.

• Generalization: The generalization relation is used to model the linguistic concept of subsumption
(see e. g. [137]), i. e., to express that one concept is more general than another. Generalization
relations between concepts will be drawn in a top-down fashion whenever possible in order to
enhance the readability of the diagrams [138].
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